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A few topics on total variation flows

Yoshikazu Giga*, Hirotoshi Kuroda�, Micha l  Lasica�

Abstract

Total variation gradient flows are important in several applied fields, including image analysis and
materials science. In this paper, we review a few basic topics including definition of a solution,
explicit examples and the notion of calibrability, finite time extinction, and some regularity prop-
erties of solutions. We focus on the second-order flow (possibly with weights) and the fourth-order
flow. We also discuss the fractional cases.

1 Introduction

The (essential) total variation of a function u defined in a domain Ω in Rn is formally of the form

TV (u) =

�
Ω
|∇u| dx.

Although it is a special case of p-Dirichlet energy

Ep(u) =
1

p

�
Ω
|∇u|p dx

with p = 1, there are several different features compared with 1 < p < ∞. This is easily observed
when one considers its variation under L2-metric, i.e., the L2-gradient. If the energy is given as

E(u) =

�
Ω
f(∇u) dx,

its L2-gradient gradL2 E (the Euler–Lagrange operator) formally satisfies

d

dε

�
Ω
f (∇(u+ εφ)) dx

∣∣∣∣
ε=0

=

�
Ω

(gradL2 E(u))φ dx for all smooth functions φ.

Neglecting the effect of the boundary, we see, by integration by parts,

gradL2 E(u) = −div ((∇qf)(∇u))
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since

d

dε

�
Ω
f (∇(u+ εφ)) dx

∣∣∣∣
ε=0

=
n∑
i=1

�
Ω

∂f

∂qi
(∇u)

∂φ

∂xi
(x) dx

= −
�
Ω

div ((∇qf)(∇u))φ dx

where ∇qf = (∂f/∂q1, . . . , ∂f/∂qn). For the p-Dirichlet energy, i.e., f(q) = |q|p/p

gradL2 Ep(u) = −div
(
|∇u|p−2∇u

)
so that

gradL2 TV (u) = −div (∇u/|∇u|) .

These operators are (degenerate) elliptic but their features depend on p. We write

div
(
|∇u|p−2∇u

)
=

∑
1≤i,j≤n

aij(∇u)
∂2

∂xi∂xj
u.

Then aij(q) → 0 as q → 0 if p > 2 and all eigenvalues of (aij(q)) tend to infinity as q → 0 for
1 < p < 2. In other words, gradL2 Ep is degenerate elliptic when p > 2 and singular for 1 < p < 2. (In
the case p = 2, it is the Laplacian.) Nevertheless, the operator is elliptic in the region where q ̸= 0.
In the case p = 1,

aij(q) =
1

|q|
(
δij − qiqj/|q|2

)
.

The metric A = (aij(q)) is degenerate in direction q for all q ∈ Rn, i.e.,

n∑
j=1

aij(q)qj = 0 or Aq = 0

because |q|A is the orthogonal projection onto the hyperplane orthogonal to q. However, in the
direction orthogonal to q, A is singular at q = 0. Differently from the case p > 1, gradL2 TV has both
singular and degenerate effects. From the point of energy density, TV is significantly different from
Ep for p > 1. First, the energy density f(q) = |q|p/p is non-differentiable at q = 0 for p = 1 while
for p > 1 it is differentiable. This says that the singularity of A at q = 0 is very strong compared
with the case p > 1. In fact, due to this singularity, the operator has nonlocal nature, as we see
later. Second, the growth of f(q) as |q| → ∞ is just linear while f(q)/|q| → ∞ for p > 1. This means
that minimizers of TV (u) under suitable supplemental condition may have jump discontinuities along
some hypersurface, which does not occur for p > 1. Thus, problems involving TV should be handled
separately from problems involving Ep for p > 1.

In this paper, we intend to give a theoretical introduction to total variation flows, that is, gradient
flows of TV . Typically we consider the second-order problem

ut + gradL2 TV (u) = 0 i.e. ut − div (∇u/|∇u|) = 0 (1.1)

or the fourth-order problem
ut + ∆ div (∇u/|∇u|) = 0 (1.2)
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which is regarded as an H−1-gradient flow, where Hs denotes the Sobolev space of order s ∈ R. We
also consider the fractional case

ut − (−∆)s div (∇u/|∇u|) = 0. (1.3)

As alluded before, because of the singularity at q = 0 for the energy density f(q) = |q|, div (∇u/|∇u|)
has nonlocal nature in the sense that its value at x cannot be determined by the value of u near x.
Thus, the definition of a solution itself is nontrivial. Since TV is still convex and lower semicontinuous
in many function spaces contained in the space of Schwartz distributions, we are able to apply an
abstract theory based on maximal monotone operators stated by Y. Kōmura and developed by H.
Brezis and others to get a solution. The equation can be interpreted as a gradient flow in a Hilbert
space H

ut ∈ −∂HE(u),

where ∂H denotes the subdifferential of E (with respect to the metric in H), which is an extension of
the notion of derivative.

Our first goal is to give a precise definition of a solution to total variation flows including (1.1),
(1.2), (1.3). For the case (1.1), we note our formulations allow a weight, i.e., we also consider

but = div (a∇u/|∇u|) . (1.4)

The weight is sometimes important, especially when we consider the Kobayashi–Warren–Carter sys-
tem [KWC] in materials science. As a singular limit, one has to consider even a discontinuous weight
[GOU], [GOSU]. For (1.2) the interpretation as a gradient flow is sometimes non-trivial. In the case
(1.2), as discussed in [GKL] the definition of a solution is quite involved for Ω = Rn for n ≤ 2 because
interpretation as ut ∈ −∂HE(u) is not clear. We then calculate the subdifferential to understand the
flow in a more explicit way. This is essential for the construction of explicit solutions. When we
consider a characteristic function of a set as an initial datum, we wonder whether the speed ut is
constant on the set and outside of the set. This leads to the notion of calibrability of a set.

Our second goal is to explain the notion of calibrability with special emphasis on the fourth-
order problem. We also note that in the fourth-order problem (1.2), the support of the characteristic
function may move, which does not occur for the second order problem (1.1). This is because the speed
may contain a delta part. The existence of the delta part has already been observed in [Ka1] where
the author discussed TV perturbed by Ep with some p > 1. See also [GG]. Based on calibrability,
we give a few examples of explicit solutions when initial datum is a characteristic function. For
the fourth-order problem the material is taken from [GKL], while for the second-order problem it is
mostly taken from [ACM]. As a property of a solution, we further discuss extinction time estimates
as studied in [GK], [GKM]. We discuss it for (1.3) which is new. We also present another formal
argument to estimate the extinction time, which will be rigorously discussed in our forthcoming paper
[GKL2].

In the last part of this paper, we review a couple of regularity results for the second-order problem.
The main result is that the set of jump discontinuities of u(t) is contained in that of u0. Moreover,
jump sizes are non-increasing in time. This has been first proved in [CCN, CJN]. Their proof is
based on an analogous result for a time-discretized problem in [CCN], which relies on the connection
between the total variation and surfaces of prescribed mean curvature, given by the co-area formula,
and regularity theory for those surfaces. Here, we use instead a conceptually simpler technique from
[CL] which does not rely on such subtle properties of TV . We also show a stronger estimate in
the 1D case, appearing in [BF, BCNO], which implies non-expansion of jumps as well as pointwise
estimate |∇u(t)| ≤ |∇u0| (note that the latter does not hold in higher dimensions, see e.g. [ACC]).
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The situation is significantly different in the fourth-order case, where new jumps may be created as
proved in [GG]. This behavior is also expected for (1.3) for 0 < s < 1 as numerically suggested in
[GMR].

Total variation type flows find applications in many fields including image analysis [ROF], [ACM]
materials science [KWC] and crystal growth problems. For the latter two topics, see recent survey
[GP], where a general second-order crystalline mean curvature flow is discussed. The research on
fourth-order problems is less popular. There is a review paper [GG] which includes the development
before 2010. The field is growing and we do not touch many important topics such as total variation
flow of maps between Riemannian manifolds, see e.g. [GMM, GLM, GSTU], flows on metric spaces
[MST, BCP, GM], the Wasserstein TV flow [BCDS, CP] or TV flow with time-dependent boundary
conditions [BDS, GNRS].

This paper is organized as follows. In Section 2, we recall definitions of a solution both to
the second-order and the fourth-order total variation flow. We also review basic unique existence
results and recall the notion of a Cahn-Hoffman vector field. In Section 3, we discuss the notion of
calibrability with special emphasis on the fourth-order problem. In Section 4, we mention several
explicit solutions, mainly radially symmetric piecewise constant solutions. In Section 5, we discuss
several upper bounds for the extinction time. In Section 6, we discuss regularity properties of the
flow.

2 Definition of a solution

2.1 Total variation flows

We begin with a standard definition of total variation [Giu] for a locally integrable function defined
in Ω, where Ω is either a domain in Rn or flat torus Tn =

∏n
i=1(R/ωiZ) with ωi > 0 for i = 1, . . . , n.

For an integrable function u, we define the total variation of u in Ω by

TV (u) := sup

{
−
�
Ω
udivφ dx

∣∣∣∣ |φ(x)| ≤ 1 for all x ∈ Ω, φ ∈ (C∞
c (Ω))n

}
,

where C∞
c (Ω) denotes the space of all smooth functions compactly supported in Ω. If u belongs to

the Sobolev space W 1,1(Ω) (that is, if its distributional derivative is an integrable function), then
TV (u) =

�
Ω |∇u|dx < ∞. More generally, TV (u) is finite if and only if the distributional derivative

Du is a finite vector measure [AFP]. In this case we say that u is a function of bounded variation,
u ∈ BV (Ω), and we can write TV (u) =

�
Ω |Du|.

For later convenience, we also define weighted total variation. Let a : Ω → [0,∞] be a lower
semicontinuous function. We set

TVa(u) := sup

{
−
�
Ω
udivφ dx

∣∣∣∣ |φ(x)| ≤ a(x) for all x ∈ Ω, φ ∈ (C∞
c (Ω))n

}
.

This definition can be easily extended to the case when u is a Schwartz distribution, i.e., u ∈ D′(Ω),
by replacing −

�
Ω udivφ dx by a canonical pair −⟨u,divφ⟩. Since um → u in D′(Ω) implies

⟨um, divφ⟩ → ⟨u,divφ⟩, TVa(u) is a supremum of (sequentially) continuous function in D′(Ω). Thus,
TVa(u) is lower (sequentially) semicontinuous on D′(Ω). In particular, TVa(u) is lower semicontinu-
ous on Lp(Ω), p ≥ 1. Since TVa(u) is a supremum of linear functionals u 7→ −⟨u,divφ⟩ it must be
convex on D′(Ω). Note that our definition on TVa(u) is different from the one given by [AB] where
the condition |φ(x)| ≤ a(x) is only imposed for almost all x ∈ Ω when a is discontinuous. In their
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definition, TVa = TV if a ≡ 1 almost everywhere, while in our definition it may happen that

TVa(u) < TV (u)

for some u even if a = 1 a.e. This is already observed in [AB]. Indeed, let us consider Ω = (−1, 1)
and a(x) = 1 for x ̸= 0, a(0) = a0 < 1 (a0 ≥ 0). Then, we see that

TVa(u) =

�
Ω−

∣∣∣∣dudx
∣∣∣∣+

�
Ω+

∣∣∣∣dudx
∣∣∣∣+ a0 |u(+0) − u(−0)|

with Ω− = (−1, 0), Ω+ = (0, 1), where u(±0) = limδ↓0 u(±δ). Such a type of discontinuous lower
semicontinuous function a will be important when we study a singular limit of the Kobayashi–Warren–
Carter energy as discussed in [GOU] and [GOSU]; see [U] for a review. Although the total variation
is defined under Finsler type metric [AB] which is important to study crystalline curvature [GP], we
do not touch this problem in this paper.

We recall a classical theory for the gradient flow of a convex functional in a Hilbert space due to
Y. Kōmura [Ko] and H. Brezis [Br].

Proposition 2.1. Let H be a (real) Hilbert space. Let E be a lower semicontinuous functional on H
with values in (−∞,∞] and E ̸≡ ∞. Then for any u0 ∈ D(E), there exists a unique u ∈ C ([0,∞), H)
with ut ∈

⋂
δ>0 L

2 ((δ,∞), H) such that

ut(t) ∈ −∂HE (u(t)) for a.e. t > 0, u(0) = u0. (2.1)

If u0 ∈ D(E), then δ = 0 is allowed.

The symbol ∂HE denotes the subdifferential of E in H, i.e.,

∂HE(v) =
{
f ∈ H

∣∣ E(v + h) − E(v) ≥ (h, f)H for all h ∈ H
}

for v ∈ D(E) =
{
f ∈ H

∣∣ E(f) <∞
}

, where (·, ·)H denotes the inner product in H. One way to
construct the solution to (2.1) is the minimizing movements scheme. For given f ∈ H, λ > 0,
consider the functional Eλf : H → (−∞,∞] of E given by

Eλf (w) = λE(w) +
1

2
∥w − f∥2H . (2.2)

Like E , Eλf is lower semicontinuous and satisfies Eλf ̸≡ ∞. Moreover, it is coercive and strictly convex,

so it has a unique minimizer. For given N ∈ N, we inductively produce a sequence (uNk )k∈N of

elements of H by setting uNk to be the minimizer of E1/N

uNk−1

, k ∈ N and uN0 = u0. Then, defining

uN ∈ L∞(0,∞;H) by
uN (t) = uNk for t ∈ [k/N, (k + 1)/N), (2.3)

one can show that uN converges locally uniformly on [0,∞) to a solution to (2.1). The solution is
unique by monotonicity of the subdifferential of a convex functional.

For a given non-negative measurable function b ∈ L∞(Ω) with 1/b ∈ L∞(Ω), we define an inner
product on L2(Ω) by

(u, v)L2
b

:=

�
Ω
b(x)u(x)v(x) dx.
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This is equivalent to the standard inner product on L2, (u, v)L2 , corresponding to b ≡ 1. Let L2
b(Ω)

be the space L2(Ω) equipped with the inner product ( , )L2
b
. The equation ut ∈ −∂L2

b
TVa(u) formally

corresponds to

b
∂u

∂t
= div

(
a
∇u
|∇u|

)
in Ω × [0,∞),

∂u

∂ν
= 0 on ∂Ω × (0,∞) if there is a boundary ∂Ω of Ω.

(2.4)

This type of equation is discussed in [GGK] in one-dimensional periodic case, i.e., Ω = T. Here ∂u/∂ν
is the normal derivative of u on ∂Ω.

Definition 2.2. We say that u ∈ C
(
[0,∞), L2

b(Ω)
)
with ut ∈

⋂
δ>0 L

2
(
(δ,∞), L2

b(Ω)
)
is a solution

of (2.4) with initial datum u0 ∈ L2
b(Ω) if it satisfies (2.1) with H = L2

b(Ω) and E = TVa.

We note that D(TVa) is dense in L2
b(Ω) since TVa(u) is finite on a space C∞

c (Ω), which is dense
in L2

b(Ω). Since TVa is lower semicontinuous in D′, it is also lower semicontinuous in L2
b(Ω). Since

TV is convex in L2
b(Ω), Proposition 2.1 yields

Theorem 2.3. Let b ∈ L∞(Ω) be nonnegative with 1/b ∈ L∞(Ω). Let a : Ω → [0,∞] be a lower
semicontinuous function. Then for any u0 ∈ L2

b(Ω), there exists a unique solution u to (2.4).

We are interested in considering a higher order total variation flow of the form

∂u

∂t
= (−∆) div

(
a
∇u
|∇u|

)
.

We first consider the case Ω = Tn. For simplicity, we set ωi = 1 (1 ≤ i ≤ n). In this case, the
homogeneous Sobolev space can be defined by imposing the average free condition, using Fourier
series. For s ∈ R, we set

Ḣs
av(Tn) =

u =
∑
m∈Zn

m ̸=0

ame
2πix·m ∈ D′

∣∣∣∣∣ ∥u∥2Ḣs
av

:=
∑
m∈Zn

m ̸=0

|m|2s|am|2 <∞

 .

This space is a (complex) Hilbert space with inner product

((u, v))s :=
∑
m ̸=0

ambm|m|2s, u =
∑
m̸=0

ame
2πix·m, v =

∑
m ̸=0

bme
2πix·m.

It is an average free space. We consider the space of all real-valued functions in Ḣs
av which is still

denoted by Ḣs
av. The total variation TVa is well-defined on any Ḣs

av since Ḣs
av can be viewed as a

subspace of D′(Tn). Since TVa is convex and lower semicontinuous, Proposition 2.1 yields

Theorem 2.4. Let a : Tn → [0,∞] be a lower semicontinuous function. Let s ∈ R. For any

u0 ∈ Ḣ−s
av (Tn), there is a unique u ∈ C

(
[0,∞), Ḣ−s

av (Tn)
)

with ut ∈
⋂
δ>0 L

2
(

(δ,∞), Ḣ−s
av (Tn)

)
satisfying

ut ∈ −∂Ḣ−s
av
TVa(u), a.e. t > 0, u(0) = u0.

We simply say u is a solution of

ut = (−∆)s div (a∇u/|∇u|) (2.5)

with initial data u0, where ∆ denotes the Laplacian.
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The operator (−∆)s comes from relation of ∂Ḣ−s
av

and ∂L2 . Let us give a formal explanation for
s = 1. If f ∈ ∂L2TVa(v), then

TVa(v + h) − TVa(v) ≥ (f, h)L2 for h ∈ L2(Ω).

Since Ḣ−1
av is the dual of Ḣ1

av and since −∆ is the canonical isometry from Ḣ1
av to Ḣ−1

av , i.e.,

−∆ : u 7→ ((u, ·))1,

we see
(f, h)L2 = ((−∆f, h))−1

since ((u, v))−1 =
(
(−∆)−1u, v

)
L2 . If (−∆)f ∈ Ḣ−1

av , by density of Ḣ1
av in Ḣ−1

av , we conclude that
−∆f ∈ ∂Ḣ−1

av
TVa(v).

If Ω = Rn, the definition of the fourth order total variation flow is more involved, especially for
n = 1, 2. We consider an inner product

((u, v))1 :=

�
Rn

∇u · ∇v dx

for u, v ∈ C∞
c (Rn). Let D1

0(Rn) be the completion of C∞
c (Rn) in the norm ∥u∥1 = ((u, u))

1/2
1 . It is a

Hilbert space equipped with ((u, v))1. For n ≥ 3, this space is identified with

D1
0(Rn) = D1(Rn) ∩ L2∗(Rn), D1(Rn) =

{
u ∈ L1

loc(Rn)
∣∣ ∇u ∈ L2(Rn)

}
,

where 2∗ = 2n/(n− 2) is the corresponding Sobolev exponent; i.e., the exponent such that D1
0(Rn) ⊂

L2∗(Rn); see e.g. [Gal]. However, for n ≤ 2, this D1
0(Rn) is not a subspace of L1

loc(Rn). Instead,
it is isometrically identified with the quotient space Ḋ1(Rn) := D1(Rn)/R equipped with the inner
product ((u, v))1; see e.g. [Gal]. We need to be careful because an element of D1

0(Rn) is determined
up to constant. In the case Ω = Tn, the space D1(Tn) has a direct sum decomposition

D1(Tn) = Ḣ1
av(Tn) ⊕ R

which corresponds to a decomposition of u ∈ D1(Tn) as

u = (u− uc) + uc,

where uc is the average of u over Tn. Thus, the space Ḋ(Tn) := D1(Tn)/R is identified with a
subspace Ḣ1

av(Tn) of D1(Tn). In the case of Rn, no such decomposition is available.
We are interested in the dual space (D1

0(Rn))′. Let −∆ denote the canonical isometry from
D1

0(Rn) and its dual, i.e.,
−∆ : u 7→ ((u, ·))1.

The inner product of (D1
0(Rn))′ is defined as

((u, v))(D1
0(Rn))

′ := (((−∆)−1u, (−∆)−1v))D1
0(Rn).

We introduce a subspace D̃−1(Rn) ⊂ D1
0(Rn)′ of the form

D̃−1(Rn) =

{
w 7→

�
Rn

uv dx

∣∣∣∣ u ∈ C∞
c (Rn)

}
if n ≥ 3,

D̃−1(Rn) =

{
w 7→

�
Rn

uw dx

∣∣∣∣ u ∈ C∞
c,av(Rn)

}
if n = 1 or n = 2,
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where

C∞
c,av(Rn) =

{
u ∈ C∞

c (Rn)

∣∣∣∣ �
Rn

u dx = 0

}
.

It is well known that D̃−1(Rn) is dense in
(
D1

0(Rn)
)′

; see e.g. [Gal]. In the case n = 1, 2, the
restriction to the average-free space C∞

c,av(Rn) is necessary for the functionals to be well-defined

on D1(Rn)/R. Since D = C∞
c (Rn) is continuously embedded in D1

0(Rn), D−1(Rn) =
(
D1

0(Rn)
)′

can be viewed as a subspace of D′(Rn). Thus, TVa(u) for u ∈ D−1(Rn) is well-defined and it is
convex, lower semicontinuous on the Hilbert space D−1(Rn) provided that a is a lower semicontinuous.
Proposition 2.1 guarantees the existence of a unique solution to ut ∈ −∂D−1TVa(u) with initial
datum u0 ∈ D−1(Rn). This is a rigorous way to interpret ut = −∆ div (a∇u/|∇u|). Unfortunately,
this existence result has a drawback even if a ≡ 1: the characteristic function 1K of a set K does
not belong to D−1(Rn) unless the Lebesgue measure of K equals zero for n = 1, 2, since D−1(Rn)
requires a kind of average-free condition for n = 1, 2. In fact for u0 ∈ L2(Rn) with compact support,
u0 ∈ D−1(Rn) if and only if

�
Rn u0 dx = 0 as proved in [GKL, Lemma 17]. We have to extend space

D−1 when n ≤ 2. This is quite involved; see discussion at the end of Section 2.2. We refer to [GKL]
for details when a ≡ 1. In the case where a depends on x, the argument in [GKL] still works provided
that the approximation lemma [GKL, Lemma 6] can be extended to TVa.

In general, we can consider the space Ds
0 (with s ∈ R) which is the completion of C∞

c (Rn) in the
norm

∥u∥2Ds
0

=

�
Rn

|ξ|2s |û(ξ)|2 dξ,

where û denotes the Fourier transform of u, i.e., û(ξ) =
�
Rn e

−ix·ξu(x) dx. For 0 < s ≤ 1, the space
Ds

0 ⊂ L1
loc for n > 2s but again this does not hold for n ≤ 2s. In a similar way, we are able to define

a total variation flow ut = (−∆)s div (∇u/|∇u|) for n > 2s, whose existence is proved by Proposition
2.1.

Remark 2.5. (i) We are able to consider higher-order problems in a domain with boundary. Even
in the case of s = 1, there are several choices depending on what kind of boundary condition we
impose for the Laplacian. If we impose the homogeneous Dirichlet boundary condition, then the
resulting equation is formally of the form

∂u

∂t
= −∆ div (a∇u/|∇u|) in Ω × (0,∞)

u = 0, div (a∇u/|∇u|) = 0 on ∂Ω × (0,∞).

A rigorous formulation is given in [GKM]. It is enough to take H−1(Ω) =
(
H1

0 (Ω)
)′

as the
Hilbert space H. The Sobolev space H1

0 (Ω) can be defined similarly as D1
0(Rn) by replacing

Rn by Ω. By the Poincaré inequality, this space H1
0 (Ω) belongs to L2(Ω) so its dual H−1(Ω)

includes L2(Ω). However, if we consider the Laplace operator with the homogeneous Neumann
boundary condition, the correct choice of the space is D−1

N =
(
D1(Ω)/R

)′
, and expected boundary

condition is
∂u

∂ν
= 0,

∂

∂ν
div

(
a
∇u
|∇u|

)
= 0 on ∂Ω × (0,∞).

Similar to the case D−1(Rn), the analysis is quite involved. It will be discussed in our forth-
coming paper.
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(ii) Even in the second-order problem, if one would like to consider the Dirichlet problem, i.e., u = 0
on ∂Ω, one should replace the energy functional TVa by

TVa(u) +

�
∂Ω
a|u| dHn−1.

This type of problem is discussed in [ACM] at least for a ≡ 1.

2.2 Formulation by the Cahn–Hoffman vector field

It is nontrivial to characterize the subdifferential of TVa in a given Hilbert space. For a general energy
E , a standard way is to propose a candidate set A(u) by calculating the Euler–Lagrange operator and
prove A(u) ⊂ ∂E(u). This part is not hard. The converse inclusion is difficult. Since ∂E is maximal
monotone, it suffices to prove that A is also maximal monotone which yields A = ∂E . The proof of
monotonicity is not difficult. To show maximality, we prove that the resolvent equation u+ λAu ∋ f
is always solvable for f ∈ H and λ > 0. This argument is often carried out by approximation of the
operator A. This procedure is found for example in [GNRS].

However, if E is positively homogeneous of degree one (i.e., one-homogeneous), there is an easier
method due to F. Alter; see [ACM, Chapter 1]. The basic strategy is characterize the subdifferential
∂E by the polar E0 of E : H → (−∞,∞]

E0(v) := sup
{

(u, v)H
∣∣ u ∈ H, E(u) ≤ 1

}
.

By convex analysis, (E0)0 = E if E is a non-negative, lower semicontinuous, convex provided that E
is positively one-homogeneous, i.e.,

E(λu) = λE(u) for all λ > 0, u ∈ H.

A key observation is a simple lemma.

Lemma 2.6 ([ACM], Theorem 1.8). Let E be convex and positively one-homogeneous in a Hilbert
space H, then v ∈ ∂HE(u) if and only if E0(v) ≤ 1 and (u, v)H = E(u).

It is convenient to introduce a class of vector fields

X2 =
{
z ∈ L∞(Ω,Rn)

∣∣ div z ∈ L2(Ω)
}
.

For z ∈ X2, the normal trace [z · ν] is well defined as an element of L∞(∂Ω) see e.g. [ACM]. In many
cases, E0 is computable. For example, if E = TV and H = L2(Ω),

E0(v) = inf
{
∥z∥L∞

∣∣ z ∈ X2, v = −div z in Ω, [z · ν] = 0 on ∂Ω
}

at least when Ω = Rn, Tn or a bounded domain with Lipschitz boundary [ACM]. For higher order
problem,

E0(v) = inf
{
∥z∥L∞

∣∣ z ∈ L∞(Ω,Rn), v = ∆ div z in Rn, div z ∈ D1
0

}
,

when E = TV and H = D−1(Rn); see [GKL, Theorem 12]. Although there is no explicit literature,
we expect

E0(v) = inf
{
∥z∥L∞

∣∣ z ∈ X2, bv = −div(az) in Ω, a[z · ν] = 0 on ∂Ω
}

for general TVa and H = L2
b . In the fractional case, we expect

E0(v) = inf
{
∥z∥L∞

∣∣ z ∈ X2, v = −(−∆)s div z, div z ∈ Ḣs(Tn)
}

for E = TV and H = Ḣ−s(Tn). Note that the minimizer is attained, so Lemma 2.6 implies the
characterization of the subdifferential. We only state precise results for ∂L2TV and ∂D−1TV .
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Theorem 2.7. (i) [ACM, Lemma 2.4] Assume that Ω = Rn, Tn or a bounded domain in Rn
with Lipschitz boundary. An element v ∈ L2(Ω) belongs to ∂L2TV (u) if and only if there is
Z ∈ X2(Ω) such that

(ia) |Z| ≤ 1 in Ω and [Z · ν] = 0 on ∂Ω

(ib) v = −divZ in Ω

(ic) −(u,divZ)L2 = TV (u)

(ii) [GKL, Theorem 14] Assume that Ω = Rn. An element v ∈ D−1(Rn) belongs to ∂D−1TV (u) if
and only if there is Z ∈ L∞(Rn) with divZ ∈ D1

0(Rn) such that

(iia) |Z| ≤ 1 in Ω

(iib) v = ∆ divZ in Ω

(iic) −⟨u,divZ⟩ = TV (u).
Here ⟨ , ⟩ denotes the duality pairing between D−1 and D1

0.

This vector field Z is often called a Cahn–Hoffman vector field. If u is Lipschitz continuous, the
conditions (ia), (ic) (or (iia), (iib)) imply that Z = ∇u/|∇u| whenever ∇u(x) ̸= 0 for almost all x.
Thus, for example, for the second-order problem, the subdifferential −divZ formally agrees with the
standard Euler–Lagrange operator −div (∇u/|∇u|) at least where ∇u(x) ̸= 0. If u is a special class
of functions, the subdifferential at such u is easily computable when n = 1 including the case where
there are weights a, b; see [FG], [GGK]. Once the subdifferential is calculated, we are able to give an
explicit formulation of a solution.

Theorem 2.8. (i) Assume that u ∈ C
(
[0,∞), L2(Ω)

)
. Then u is a solution of ut ∈ −∂L2TV (u)

with u0 = u(0) if and only if there exists Z ∈ L∞ (Ω × (0,∞)) with

divZ ∈
⋂
δ>0

L2
(
δ,∞;L2(Ω)

)
satisfying 

ut = divZ in L2(Ω)
|Z(x, t)| ≤ 1 for a.e. x ∈ Ω, [Z(x, t) · ν] = 0 for a.e. x ∈ ∂Ω
−(u,divZ)L2 = TV (u)

for a.e. t > 0. (If TV (u0) <∞, δ = 0 is allowed.)

(ii) Assume that u ∈ C
(
[0,∞), D−1(Rn)

)
. Then u is a solution of ut ∈ −∂D−1TV (u) with u0 = u(0)

if and only if there exists Z ∈ L∞ (Rn × (0,∞)) with

divZ ∈
⋂
δ>0

L2
(
δ,∞;D1

0(Rn)
)

satisfying 
ut = −∆ divZ in D−1(Rn)
|Z(x, t)| ≤ 1 for a.e. x ∈ Rn,
⟨u,divZ⟩ = −TV (u)

for a.e. t > 0. (If TV (u0) <∞, δ = 0 is allowed.)
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This follows from the characterization of the subdifferential (Theorem 2.7) except that the Cahn–
Hoffman vector field should be chosen to be measurable both in x and t. For the second-order case
[ACM, Section 2.4], this can be done by recalling that Bochner integrable functions can be well
approximated by piecewise constant functions. For the fourth-order problem, although the idea is
similar, the situation is slightly different as discussed in [GKL, Theorem 15, Lemma 16]. By the
way this characterization of a solution using Cahn–Hoffman vector fields for the fourth-order of the
problem was already proposed by [GKM]. For the case Ω = Tn, a similar characterization of a
solution is given in [GMR, Theorem 1] for general s > 0 with a ≡ 1. It is of the form.

Theorem 2.9. For s ∈ R, assume that u ∈ C
(

[0,∞), Ḣ−s
av (Tn)

)
. Then u is a solution of (2.5) with

a ≡ 1 and initial datum u(0) = u0 ∈ Ḣ−s
av (Tn) if and only if there exists Z ∈ L∞ (Ω × (0,∞)) with

divZ ∈
⋂
δ>0

L2
(
δ,∞; Ḣ−s

av (Tn)
)

satisfying 
ut = (−∆)s divZ in Ḣ−s

av (Tn)
|Z(x, t)| ≤ 1 for a.e. x ∈ Tn
⟨u,divZ⟩ = −TV (u)

for a.e. t > 0. (If TV (u0) <∞, δ = 0 is allowed).

This follows from the fact that f ∈ ∂Ḣ−s
av
TV (u) for u ∈ Ḣ−s

av if and only if TV 0 ((−∆)−sf) ≤ 1

and
�
Tn(−∆)−sf · v dx = TV (u), when TV 0 is taken in a middle space L2

av(Tn) = Ḣ0
av(Tn). For the

case s = 1, this is found in [GK, Lemma 3.1].
As mentioned before, in the case s = 1 and Ω = Rn, the gradient flow ut ∈ −∂D−1TV (u) is not

enough to study the evolution of a characteristic function for n = 1, 2. We have to extend the function
space D−1. We quickly review the way it is done in [GKL]. For this purpose, we take ψ ∈ L2(Rn)
with compact support such that

�
Rn ψ dx ̸= 0. We set

E−1
ψ =

{
e+ cψ

∣∣ w ∈ D−1(Rn), c ∈ R
}
.

This space in independent of the choice of ψ so we simply write by E−1. For n ≥ 3, E−1 = D−1. We
also denote E1

0 = D1 if n ≤ 2 and E1
0 = D1

0 if n ≥ 3. The space E−1 can be considered as a dual
space of E1

0 . The inner product for n ≤ 2 is defined by

((v1, v2))E1
0

:= (([v1], [v2]))D1
0

+

�
Rn

ψv1 dx

�
Rn

ψv2 dx

((u1, u2))E−1 := ((w1, w2))D−1 + c1c2

for ui = wi + ciψ, wi ∈ D−1, ci ∈ R, vi ∈ E1
0 , where

�
Rn ψ dx = 1. It turns out that the “partial”

gradient flow ut ∈ −∂D−1TV (u) is exactly what we want. Calculating the subdifferential ∂E−1TV (u)
and projecting to D−1 yields ∂D−1TV (u). It turns out the flow is independent of the choice of ψ.
We have a characterization of this flow in terms of a Cahn–Hoffman vector field extending the one
obtained in Theorem 2.8(ii). We prefer to use this characterization as a definition of a solution.

Definition 2.10. Assume that u0 ∈ E−1. We say that u ∈ C
(
[0,∞), E−1

)
with u(0) = u0 and

ut ∈ L2
loc

(
(0,∞), D−1

)
is a solution of

ut = −∆ div (∇u/|∇u|) in Rn × (0,∞) (2.6)
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with initial datum u0 if there exists Z ∈ L∞ (Rn × (0,∞)) with

divZ ∈
⋂
δ>0

L2
(
δ,∞;E1

0(Rn)
)

satisfying 
ut = −∆ divZ in D−1(Rn)
|Z(x, t)| ≤ 1 for a.e. x ∈ Rn
⟨u,divZ⟩ = −TV (u)

for a.e. t > 0, where ⟨ , ⟩ denotes the duality pairing between E−1 and E1
0 .

Although there are several technical steps, we conclude the unique existence of the solution [GKL,
Theorem 2].

Theorem 2.11. For u0 ∈ E−1, there exists a unique solution u to (2.6) with initial datum u0.

Although sometimes it is difficult to compare with original gradient flow, it is reasonable to
define a solution using a Cahn–Hoffman vector field like Definition 2.10. Here are a few examples of
definitions.

Definition 2.12. Assume that a : Ω → [0,∞] is lower semicontinuous and that b > 0 satisfies
b ∈ L∞(Ω) and 1/b ∈ L∞(Ω). We say that u ∈ C ((0, T ),D′(Ω)) with TVa (u(t)) < ∞ for all
t ∈ (0, T ) is a Cahn–Hoffman solution (CH solution for short) of (2.4) if there exists a measurable
function Z on Ω × (0, T ) with divZ ∈ L2

loc

(
Ω̄ × (0, T )

)
such that

but = divZ
|Z(x, t)| ≤ a(x) for a.e. x ∈ Ω, [Z, ν] = 0 a.e. x ∈ ∂Ω for a.e. t ∈ (0, T )
− (u,divZ)L2 = TVa(u)

for a.e. t ∈ (0, T ).

We next consider
ut = −div (M∇ div (∇u/|∇u|)) (2.7)

where M ∈ L∞(Ω,Rn×n) is a real symmetric matrix-valued function with M ≥ c0I uniformly with
some c0 > 0. The boundary condition we impose is

∂u

∂ν
= 0, M · ∇ div

(
∇u
|∇u|

)
= 0 on ∂Ω. (2.8)

Definition 2.13. We say that u ∈ C ((0, T ),D′(Ω)) with TV (u(t)) < ∞ for all t ∈ (0, T ) is a CH
solution to (2.7) with (2.8) if there exists Z ∈ L∞ (Ω × (0,∞)) with divZ ∈ L2

loc

(
0, T,H1

loc(Ω̄)
)


ut = −div(M∇ divZ)
|Z(x, t)| ≤ 1 for a.e. x ∈ Ω, [Z · ν] = 0 for a.e. x ∈ ∂Ω
−⟨u,divZ⟩ = TV (u)

for a.e. t > 0; here ⟨u,divZ⟩ should be interpreted as some “duality pair” but for a low-dimensional
problem n ≤ 4,

⟨u,divZ⟩ =

�
Ω
udivZ dx

when Ω is bounded. In fact, in this case, u ∈ Ln/(n−1) since TV (u) < ∞ and divZ ∈ L
n

n−2 by the
Sobolev embedding so 1 − 1

n + 1
2 − 1

n = 3
2 − 2

n ≤ 1 for n ≤ 4. This implies udivZ ∈ L1(Ω) (for a.e.
t > 0).
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In this definition, we do not assume that u is in L2. The problem like (2.7) with weight appears
in relaxation process of a surface of a crystal; see e.g. a review paper by R. V. Kohn [Kh].

We mention that in the second-order case, existence and uniqueness of a solution defined in terms
of a Cahn–Hoffman field can be obtained also for initial data in the non-hilbertian space L1(Ω) larger
than L2(Ω), owing to complete m-accretivity of the operator div ∇u

|∇u| [ABC1, ABC2], see also [ACM].
This does not seem to have an analogue in the higher-order cases.

3 Calibrability

The domain of TV , that is the space BV (Ω), contains functions with jump discontinuities, such as
characteristic functions of sufficiently regular sets. In many cases, the evolutions of characteristic
functions of sets under total variation flows are particularly simple. As a first step towards construct-
ing such examples, we are interested in sets for which the speed ut(t) of the solution u(t) is spatially
constant on the set. This leads to a geometric notion of calibrability of sets.

In the setting of Proposition 2.1, a general theory implies that

ut(t) = −∂0HE (u(t)) for all t > 0,

where ∂0HE denotes the minimal section (canonical restriction) of ∂HE , i.e.,

∂0HE(u) := arg min
{
∥v∥H

∣∣ v ∈ ∂HE(u)
}
.

In other words, ∂0HE(u) is the minimizer of ∥v∥H over ∂HE(u). Since ∂HE(u) is a closed convex set,
there always exists a unique minimizer so ∂0HE(u) is well defined.

To calculate the minimal section, we begin with a simple situation. Let U be a smooth open set
in Ω = Rn. We consider a Lipschitz function u such that

Ū =
{
x ∈ Ω

∣∣ u(x) = 0
}

and u is smooth outside Ū . Assume further that ∇u ̸= 0 outside Ū .

Figure 1: Examples of U

We begin with the second-order problem. In this case, by Theorem 2.7 (i),

∂0L2TV (u) = arg min
{
∥divZ∥L2

∣∣ |Z| ≤ 1 a.e. in U, Z = ∇u/|∇u| in Ū c, Z ∈ X2

}
.

Let Z0 be a minimizer. Since the value of Z0 outside Ū is always the same, it suffices to consider its
restriction to U (still denoted by Z0). Then, Z0 is a minimizer of{�

U
|divZ|2 dx

∣∣∣∣ |Z| ≤ 1 a.e. in U, [Z · ν] = χ on ∂U, Z ∈ X2

}
.
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Here, χ : ∂U → {−1, 1} is a signature function defined by

χ(x) =

{
1 if u > 0 outside Ū near x ∈ ∂U
−1 otherwise

For the fourth-order problem, by Theorem 2.7 (ii),

∂0D−1TV (u) = arg min
{
∥divZ∥D1

0

∣∣ |Z| ≤ 1 a.e. in U, Z = ∇u/|∇u| in Ū c, divZ ∈ E1
0

}
.

We argue in the same way. Let Z0 be a minimizer of this problem, its restriction to U (still denoted
by Z0) is a minimizer of{�

U
|∇divZ|2 dx

∣∣∣∣ |Z| ≤ 1 a.e. in U, [Z · ν] = χ on ∂U, divZ = χκ on ∂U

}
,

where κ is the sum of all inward principal curvatures, i.e., n − 1 times the mean curvature. This is
because the inward and outward trace must agree for divZ since divZ ∈ E1

0 . We note that

divZ = div (∇u/|∇u|) = χdiv ν = χκ,

where ν is an external unit normal.
We are interested in the case where divZ0 for the second-order problem and ∆ divZ0 for the

fourth-order problem are constant on U . In other words, we are interested in the case that the speed
of the corresponding flow on U is constant. We rather consider a more general equation with weight for
the second-order problem. For later convenience, we call any continuous function χ : ∂U → {−1, 1}
a signature of U as in [LMM] or [GGP]. We first consider the second-order problem corresponding
to ∂0

L2
b
TVa(u).

Definition 3.1. Let U be a smooth open set in Rn with signature χ. Assume that a ≥ 0 is continuous
up to Ū and that b ∈ L∞(U) with 1/b ∈ L∞(U) for b > 0. We say that U is (a, b)-calibrable (with
signature χ) if there exists Z0 satisfying the constraint

|Z0| ≤ 1 on U

with boundary condition
[Z0 · ν] = χ on ∂U

with the property that 1
b div(aZ0) is constant on U . We call any such Z0 an (a, b)-calibration for U

(with signature χ).

Note that in the case b ̸≡ 1, we still have the characterization of subdifferential ∂L2
b
TVa(u) as in

Theorem 2.7 (i) with the modification that v = − (div(aZ)) /b instead of (ib) and − (u,div(aZ))L2 =
TVa(u) instead of (ic). When b ≡ 1, the proof is given in [Mol] (for general weighted anisotropic total
variation), including the case when a is discontinuous. However, as mentioned before, our definition
of TVa for discontinuous a is different from theirs. The extension to general b is straightforward. In
the one-dimensional case, this type of characterization is given in [GGK] when u is piecewise linear.

Our calibration Z0 gives a minimizer of{�
U
b

∣∣∣∣div(aZ)

b

∣∣∣∣2 dx ∣∣∣∣ |Z| ≤ 1 a.e. in U, [Z · ν] = χ on ∂U, div(aZ) ∈ L2(U)

}
.
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Indeed, we have by integration by parts and the Schwarz inequality

�
∂U
aχ dHn−1 =

�
U

div(aZ) dx =

�
U

div(aZ)

b1/2
b1/2 dx ≤

(�
U

(div(aZ))2

b
dx

)1/2(�
U
b dx

)1/2

.

For Z = Z0, since div(aZ0)/b is constant, we see div(aZ)/b1/2 and b1/2 is parallel. In this case, the
Schwarz inequality becomes equality. Thus,

�
U
b

∣∣∣∣div(aZ)

b

∣∣∣∣2 dx
attains its minimum value (�

∂U
aχ dHn−1

)2 / �
U
b dx

at Z = Z0.
In the one-dimensional case, it is known that an interval (with signature χ) is (a, b)-calibrable if

and only if a is concave with respect to a metric induced by b [GGK]. In particular, all intervals are
(a, b)-calibrable for constant a, b > 0. In higher-dimension case, the situation is more involved even
for constant a and b. Even if U is convex, it is not necessarily (1, 1)-calibrable.

There is a very related notion called a Cheeger set. We only discuss the case when χ ≡ 1. For a
given open set, we set

h(U) := inf

{
P (F )

Ln(F )

∣∣∣∣ F ⊂ U Borel, Ln(F ) ∈ (0,∞)

}
,

where P (F ) = TV (1F ) is the perimeter of F and Ln denotes the Lebesgue measure. Here 1F denotes
the characteristic function of F , i.e., 1F (x) = 1 of x ∈ F and 1F (x) = 0 if x ̸∈ F . This quantity h(U)
is called the Cheeger constant and P (F )/Ln(F ) is called the Cheeger ratio. A set F ⊂ U satisfying
P (F )/Ln(F ) = h(U) is a Cheeger set. If U itself is a Cheeger set, U is called self-Cheeger. It is
interesting to find the value h or characterize the Cheeger subset of U . Such problems are often called
the Cheeger problem; see e.g. [Leo].

We consider the total variation flow (2.4) with a ≡ b ≡ 1 and Ω = Rn or Tn. If U with signature
χ ≡ 1 is (1, 1)-calibrable, then the speed of u = 1U is equal to the Cheeger ratio on U at least formally.
Indeed, let Z0 be a calibration. Then, by integration by parts, we see

P (U) =

�
∂U
χ Hn−1 =

�
U

divZ0 dx = Ln(U) · divZ0.

Thus, the speed
ut = divZ0

equals P (U)/Ln(U) on U .
It is not difficult to prove that if U is (1, 1)-calibrable, it is self-Cheeger; see e.g. [GP]. The

converse is also true at least in n = 2. For more details, the reader is referred to [ACC] or [ACM] as
well as [GP]. For weighted case, the speed of u = 1U on U should be the weighted Cheeger ratio

�
∂U
aχdHn−1

/ �
U
b dx

if U with signature χ is (a, b)-calibrable.
We next consider the fourth-order problem.
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Definition 3.2 ([GKL]). Let U be a smooth open set in Rn with signature χ. We say that U is
(D−1-)calibrable (with signature χ) if there exists Z0 satisfying the constraint

|Z0| ≤ 1 on U

with boundary conditions
[Z0 · ν] = χ, divZ0 = χκ on ∂U,

with the property that
∆ divZ0 is constant over U.

We call any such Z0 a (D−1-)calibration for U (with signature χ).

If U is bounded, the constant λ = −∆ divZ0 can be characterized as a solution of the Saint-Venent
problem (or the torsion problem): {

−∆w = λ in U
w = χκ on U

(3.1)

by setting w = divZ0. The constant should be determined by the other boundary condition:

�
U
w dx =

�
∂U
χ dHn−1. (3.2)

In the second-order problem, the constant div(aZ0)/b is determined by the Cheeger ratio. For the
fourth-order problem, it is determined by using the solution of the Saint-Venant problem{

−∆wsv = 1 in U
wsv = 0 on ∂U

(3.3)

Proposition 3.3 ([GKL]). Let U be a smooth bounded domain in Rn. Assume that Z is a calibration
for U with signature χ. If

λ = −∆ divZ,

then

λ =

(�
∂U
χκν · ∇wsv dHn−1 +

�
∂U
χ dHn−1

) / �
U
wsv dx

Proof. We first note that wsv > 0 by the maximum principle, so the denominator is not zero. We set
w = divZ and decompose

w = λwsv + h.

Since w solves (3.1), h is a harmonic extension of χκ. The condition (3.2) gives

χ

�
U
wsv dx+

�
U
h dx =

�
∂U
χ dHn−1.

Thus

λ =

(�
∂U
χ dHn−1 −

�
U
h dx

) / �
U
wsv dx.

It remains to prove

−
�
U
h dx =

�
∂U
χκν · ∇wsv dHu−1.
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Indeed,

−
�
U
h dx =

�
U
h∆wsv dx =

�
∂U
ν · ∇wsvχdiv ν dHn−1 +

�
U
∇wsv · ∇h dx

=

�
∂U
ν · ∇wsvχκ dHn−1,

since div ν = κ and�
U
∇wsv · ∇h dx =

�
∂U
wsvν · ∇h dHn−1 −

�
U
wsv∆h dx = 0 − 0

by the definition of wsv and h.

As for the second-order problem, the calibration gives a minimizer of{�
U
|∇divZ|2 dx

∣∣∣∣ |Z| ≤ 1 a.e. in U, [Z · ν] = χ on ∂U, divZ = χκ on ∂U

}
. (3.4)

(Although a minimizer Z∗ is not unique, ∆ divZ∗ is uniquely determined.)

Theorem 3.4 ([GKL]). Let U be a smooth bounded domain in Rn. If Z0 is a calibration of U with
signature χ, then Z0 is a minimizer of (3.4).

Compared with the second-order problem, the proof is more involved but it is still not difficult
[GKL, Theorem 26].

We conclude this section by giving examples of radial calibrable sets.

The second-order problem. We conclude the case a ≡ b ≡ 1.

Theorem 3.5. (i) All balls are ((1, 1)-)calibrable.

(ii) All complement of the ball are calibrable and λ = 0.

(iii) All annuli are calibrable.

It is not difficult to find (radial) calibration Z(x) = z(r)x/r, r = |x|. In the case of an open ball
BR of radius R (centered at the origin), we take

z(r) =
χr

R

so that divZ = z′(r) + n−1
r z(r) = χn/R and z(R) = χ, |z| ≤ 1 on (0, R). For the complement of a

ball BR, it suffices to take z(r) = χRn−1/rn−1 so that divZ = 0. For an annulus AR1
R0

= BR1\BR0 ,

we have to find z such that z′ + n−1
r z = r1−n(rn−1z)

′
= λ satisfying z(R1) = χ1, z(R0) = −χ0 and

|z(r)| ≤ 1 for r ∈ (R0, R1) where χi = χ||x|=Ri
. Integrating the differential equation, we observe

that z(r) = rλ/n − c/rn−1 with some constant c. By an explicit calculation, we are able to take z
satisfying the boundary condition as well as the constraint |z| ≤ 1. For example, consider the case
χ0 = χ1 = 1. We may assume that R0 = 1, R1 > 1 by scaling. The boundary conditions read

λ

r
− c = −1,

λ

n
R1 −

c

Rn−1
1

= 1
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so that R1(−1 + c) − cR1−n
1 = 1. In particular, c > 0. We know λ > 0 since χ ≡ 1. Thus, z(r)

is monotone increasing with z(R0) = −1, z(R1) = 1 so it must satisfy the constraint. The case of
indefinite signature, e.g. χ0 = −1, χ1 = 1 is more involved and c must have a different sign from λ.

The fourth-order problem. We consider D−1-calibrability

Theorem 3.6 ([GKL]). (i) All balls are calibrable for n ≥ 1.

(ii) All complements of balls are calibrable and λ = 0 except n = 2.

(iii) If n = 2, all complement of balls are not calibrable.

(iv) All annuli (with definite signature i.e., with χ ≡ 1 or χ ≡ −1) are calibrable except n = 2.

(v) For n = 2, there is Q∗ > 1 such that an annulus AR1
R0

(with definite signature) is calibrable if
and only if R1/R0 ≤ Q∗.

Note that by taking angular averaging, we see that a D−1-calibration exists if and only if a radial
D−1-calibration exists for radially symmetric set [GKL, Lemma 31]. So to assert non-calibrability,
it suffices to prove non-existence of radial calibration. Compared with the second-order case, we see
that there occurs several exceptional phenomena for two-dimensional setting.

Instead if giving a full proof, we just give a strategy of the proof by studying the case of a ball
BR. The equation −∆ divZ = λ is a third-order differential equation of the form

−r1−n
(
rn−1

(
r1−n(rn−1z)′

)′)′
= λ (3.5)

for a radial vector field Z(x) = z(r)x/r since divZ = r1−n(rn−1z)′. For BR with χ ≡ −1, the
boundary conditions are

z(R) = −1, x′(R) = 0 (3.6)

since divZ = κχ is equivalent to saying that z′(R) + (n − 1)z(R)/R = (−1)(n − 1)/R. A general
solution of (3.5) is of the form

z(r) = c0r
3 + c1r

3−n + c2r + c3r
1−n, c0 = − λ

2n(n+ 2)
, n ̸= 2,

z(r) = c0r
3 + c1r log r + c2r + c3r

−1, c0 = −λ/16, n = 2.

We have to find a solution satisfying (3.6) together with the constraint |z| ≤ 1. The right choice is

z(r) =
1

2

( r
R

)3
− 3

2

r

R
, λ = −n(n+ 2)

R3
.

(The possibly singular term should be neglected so that we take c1 = c3 = 0. We determine c2, λ by
(3.6).)

4 Some simple explicit solutions

As a simple example, we consider a solution starting from u0 = a01BR0
.

For the second-order problem (2.4) with a ≡ b ≡ 1 or (1.1), the answer is very simple since
BR0 and Rn\BR0 are calibrable according to Theorem 3.5. Let Z in

0 , Zout
0 be calibrations of BR0 and

Rn\BR0 with signatures − sgn a0, sgn a0 respectively. Since the normal trace of Z in
0 , Zout

0 at ∂BR0

18



is continuous, there is no delta part of divZ, where Z = Z in
0 in BR0 and Z = Zout

0 in Rn\BR0 . By
definition, the speed ut = divZ is constant on BR0 and its outside, so it is rather clear that the
solution to (1.1) starting from u0 is of the form

u(x, t) = (sgn a0)

(
|a0| −

n

R0
t

)
+

1BR0
, c+ = max(c, 0).

The number n/R0 is the Cheeger ratio of BR in Rn. Note that the speed divZ outside BR0 equals
zero.

For the fourth-order problem, (2.6) the answer is more involved. Different from the second-order
problem, for the minimal Cahn–Hoffman vector field Z0, ∇ divZ0 may have jump discontinuity on ∂B0

so the velocity −∆ divZ0 may have a non-zero singular part concentrated on ∂B0. In one-dimensional
periodic setting, this phenomenon is already observed in [GG], [Ka1], [Ka2]. As a consequence, even if
the set K of 1K is calibrable together with its complement, it may expand or shrink during evolution.

We shall discuss the case n ̸= 2. We consider BR(t) whose radius R(t) may depend on time. Since
BR(t) and its complement are calibrable by Theorem 3.6, we take radial calibration Z in

0 in BR(t) and
Zout
0 in Rn\BR(t). We set

Z(x, t) =

{
Z in
0 (x), x ∈ BR(t)

Zout
0 (x), Rn\BR(t).

As we already observed,

Z in
0 (x) = zin(r)x/r, zin(r) =

1

2

( r
R

)3
− 3

2

r

R
.

Similarly,

Zout
0 (x) = zout(r)x/r, zout(r) = −n− 1

2

( r
R

)3−n
+
n− 3

2

( r
R

)1−n
.

This vector field Z fulfills all requirements in Definition 2.10. Although divZ is continuous across
∂BR(t), ∇ divZ may jump across ∂BR(t). Thus,

−∆ divZ = λ1BR(t)
+ ν ·

(
∇ divZ in

0 −∇ divZout
0

)
δ∂B(R(t))

with λ = −n(n+ 2)/R3, where ν is the exterior unit normal of BR(t). A direct calculation shows that

ν ·
(
∇ divZ in

0 −∇ divZout
0

)
= −n(n− 4)

R2
.

If we set
u(x, t) = a(t)1BR(t)

,

then ∂tu = da
dt 1BR(t)

+ adRdt δ∂BR(t)
. Since ut = −∆ divZ, we end up with

da

dt
= −n(n+ 2)

R3
,

dR

dt
= −n(n− 4)

aR2
.

This is easy to solve. Indeed,

d

dt
(aR3) = −n(n+ 2) − 3n(n− 4) = −n(4n− 10).
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Thus an explicit solution is given as

a(t) = a0

(
1 − n(4n− 10)

a0R3
0

t

) n+2
4n−10

, R(t) = R0

(
1 − n(4n− 10)

a0R3
0

t

) n−4
4n−10

if we start with u0 = a01BR0
.

The case n = 2 is more complicated. It was nontrivial to define a solution; see Definition 2.10.
Moreover, the complement of a disk is not calibrable. We expect that the solution becomes radially
strictly decreasing for t > 0 outside a ball BR(t). If u is radially strictly decreasing outside BR(t),
the minimal Cahn–Hoffman vector field must be Zout(x) = −∇u/|∇u| = −x/|x| for |x| > R(t). The
solution to (2.6) must satisfy

ut = −∆ divZout

provided that ∇ divZout ∈ L2
((
BR(t)

)c)
with

(
BR(t)

)c
= Rn\BR(t) as in Definition 2.10. We observe

that
divZout = −(n− 1)/|x|2 and ∇ divZout = (n− 1)x/|x|3.

If n ≤ 3, ∇ divZout ∈ L2
((
BR(t)

)c)
so it must agree with the (minimal) Cahn–Hoffman vector field

for |x| > R(t). (For n ≥ 4, ∇ divZout is not in L2
(
BR(t)

c)
, so it is not a Cahn–Hoffman field. This

indicates that if u0 is radially strictly decreasing, then u0 ̸∈ D(∂D−1TV ) for n ≥ 4.) The speed is
formally equal to

ut(x, t) =
(n− 1)(n− 3)

|x|3
x ∈ Rn\BR(t).

For n = 1 and 3, ut = 0 so the part BR(t)
c

cannot move. This is consistent that the complement of
the ball is calibrable for n = 1 and n = 3. For n = 2, the expected form of the solution of (2.6) is

u(x, t) = a(t)1BR(t)
(x) +

t

|x|3
1BR(t)

c(x), (4.1)

where
da

dt
= −2 · 4

R3
,

(
a(t) − t

R(t)3

)
dR

dt
=

2 · 2

R(t)2
. (4.2)

As in the case for n ≥ 3, this system of ODEs provides several qualitative properties of the solution.
Let us summarize what we observe.

Theorem 4.1 ([GKL]). Assume that the initial datum u0 is of the form

u0 = a01BR0
with a0 > 0.

If n ≥ 3, then the solution u to (2.6) with initial datum u0 of the form

u(x, t) = a(t)1BR(t) for t < t∗ =
a0R

3
0

n(4n− 10)

and u(x, t) ≡ 0 for t ≥ t∗. Moreover, a(t) is strictly decreasing and a(t) ↓ 0 as t ↑ t∗. The time t∗ is
called the extinction time.

(i) R(t) is strictly increasing and R(t) ↑ ∞ as t ↑ t∗ for n = 3.

(ii) R(t) ≡ R0 for n = 4.
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Figure 2: Profile of a solution when n = 2

(iii) R(t) is strictly decreasing and R(t) ↓ 0 as t ↑ t∗ for n ≥ 5.

If n = 2, the solution is of the form (4.1). The functions a and R satisfy (4.2). In particular,
there is no extinction time and R(t) is strictly increasing and a(t) strictly decreasing. Moreover,
R(t) ↑ ∞ and a(t) ↓ 0 as t→ ∞. The gap a(t) − t/R(t)3 is always positive. See Figure 2.

If n = 1, then the solution is of the form u(x, t) = a(t)1BR(t)
for t > 0. There is no extinction

time. Moreover, R(t) is strictly increasing and a(t) strictly decreasing with R(t) ↑ ∞, a(t) ↓ 0 as
t→ ∞.

The reason why there is no finite extinction time for n ≤ 2 is related to the fact that 0 is not an
element of the affine space u0 + D−1 where the flow lives if

�
Rn u0 dx ̸= 0. We shall discuss finite

extinction properties in the next section.
Similar analysis can be carried out for more general radially symmetric data. In the case of the

second order problem, as we have checked in Theorem 3.5, any annulus, with any choice of signature,
is calibrable. Thus, by pasting together the calibrations for the annuli ARk

Rk−1
, ball BR0 and ball

exterior Rn\BRm−1 , we can construct a Cahn–Hoffman vector field Z0 for any piecewise constant,
radially symmetric initial datum (called a stack), i.e.

u0 = a001BR0
+

m−1∑
k=1

ak01ARk
Rk−1

+ am0 1Rn\BRm−1
(4.3)

with 0 < R0 < R1 < · · · < Rm−1, a
k
0 ∈ R (k = 0, . . . ,m). Since the L2 function divZ0 is constant on

ARk
Rk−1

, BR0 and Rn\BRm−1 , this shows that for small t > 0

u(t) = a0(t)1BR0
+
m−1∑
k=1

ak(t)1
A

Rk
Rk−1

+ am(t)1Rn\BRm−1
, (4.4)

with dak/dt constant, depending only on Rk−1, Rk and the signs of ak+1
0 − ak0 and ak0 − ak−1

0 for
k = 1, . . . ,m− 1 (da0/dt and dam/dt are also constant, depending only on R0, sgn(a1− a0), and Rm,
sgn(am − am−1), respectively. This determines the evolution until the first time instance t > 0 such
that ak(t) = ak+1(t) for some k ∈ {0, . . . ,m− 1} (first merging time). Then, the solution is again of
form (4.4), with a smaller m, and one can repeat the procedure until the solution becomes constant.

In [GKL], the evolution of stacks under the fourth-order TV flow was studied in detail. In
particular, it has been proved that in dimensions n ̸= 2, if the initial datum is of form (4.3), i.e. if u0
is a stack, then u(t) is also a stack for t > 0. The same does not hold in n = 2 as evidenced already
by evolution of characteristic functions of balls.
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In the second-order case, one can produce more complicated examples of explicit piecewise con-
stant solutions with initial data such as characteristic functions of sums of calibrable sets which are
distant enough from each other [BCN]. In the fourth-order case, we do not know about any non-radial
examples of explicit solutions in n ≥ 2.

In the case of bounded domains, the solutions can be more complicated. However, in the 1D
setting (where, to be fair, the only connected bounded domains are intervals) one can produce explicit
solutions for a dense set of initial data: the step functions. Let us present the construction in the
case of periodic boundary condition, i.e. Ω = R/Z, for the second-order flow. Take u0 a step function,
that is

u0 = a101[x0,x1) + a201[x1,x2) + . . .+ am0 1[xm−1,xm), (4.5)

where xm = x0 + 1. We can assume that ak−1
0 ̸= ak0 for k = 1, . . . ,m and am0 ̸= a10. Since the intervals

are calibrable, for small t > 0 (until the first merging time) we have

u(t) = a1(t)1[x0,x1) + a2(t)1[x1,x2) + . . .+ am(t)1[xm−1,xm) (4.6)

with ak evolving at constant speed

dak/dt = θk/(xk − xk−1) for k = 1, . . . ,m,

θk =


+2 if ak0 < ak−1

0 and ak0 < ak+1
0 ,

−2 if ak0 > ak−1
0 and ak0 > ak+1

0 ,
0 otherwise.

(4.7)

Then, as in the radially symmetric case, we can show that the solution remains a step function
throughout the evolution.

5 Upper bounds for the extinction time

In many examples, the solution may have a finite extinction time. We consider this problem both
for the second-order and the fourth-order problem. For an initial datum u0, the extinction time of a
solution u is defined as

T ∗(u0) = inf
{
t ∈ (0,∞)

∣∣ u(x, τ) = 0 for τ ≥ t
}
.

5.1 Second and fourth-order problems

We consider the second-order problem (1.1). We first give an upper bound for the extinction time
given by [GK, Theorem 2.4, Theorem 2.5]. Let Sn be the best constant of the Sobolev (isoperimetric)
inequality

∥v∥n/(n−1) ≤ SnTV (v),

where ∥v∥p =
(�

Rn |v|p dx
)1/p

.

Theorem 5.1 (Second-order problem). (i) Assume that n ≥ 2 and u0 ∈ L2(Rn). Then

T ∗(u0) ≤ Sn∥u0∥n.
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(iii) Assume that n = 1. Then ∥u∥1(t) ≤ ∥u0∥1 − t, where u is the solution to (1.1). In particular,

T ∗(u0) ≤ ∥u0∥1.

If u0 ∈ L2(R) does not belong to L1(R), the solution u may not have finite extinction time, i.e.,
T ∗(u0) = ∞.

Idea of the proof. In the case n = 2. By the abstract definition of a solution, we know that

1

2

d

dt

�
R2

|u|2 dx = (u, ut)L2 = − (u, ∂L2TV (u))L2 .

Since TV (u) is positively one-homogeneous, we see (u, ∂L2TV (u)) = TV (u) (see Lemma 2.6). In
particular,

1

2

d

dt

�
R2

|u|2 dx = −TV (u).

We apply the Sobolev inequality to get

1

2

d

dt

�
R2

|u|2 dx ≤ − 1

S2

(�
R2

|u|2 dx
)1/2

,

which yields
d

dt
∥u∥2(t) ≤ −S−1

2 provided that ∥u∥L2(t) ̸= 0.

This yields
∥u∥2(t) ≤ ∥u0∥2 − S−1

2 t

which implies the desired estimate for T ∗(u0).
In the case n ≥ 3, we formally multiply |u|n−2u to (1.1) to get

1

n

d

dt

�
Rn

|u|n dx =

�
Rn

|u|n−2uut dx =

�
Rn

|u|n−2u div (∇u/|∇u|) dx.

Integrating by parts, the right-hand side becomes

−(n− 1)

�
Rn

|u|n−2∇u · ∇u/|∇u| = −(n− 1)

�
Rn

|u|n−2|∇u| dx = −
�
Rn

∣∣∇|u|n−2u
∣∣ dx.

Then applying the Sobolev inequality for v = |u|n−2u to get

1

n

d

dt

�
Rn

|u|n dx ≤ −S−1
n

(�
Rn

|u|n dx
)(n−1)/n

,

i.e.,
1

n

d

dt
∥u∥nn ≤ −S−1

n ∥u∥n−1
n .

Thus, as for n = 2, we have ∥u∥n(t) ≤ ∥u0∥n − S−1
n t if ∥u∥n(t) ̸= 0, and the desired estimate

holds. The argument for n ≥ 3 is formal because we do not know whether multiplication by |u|n−2u
is justified since u may not be an Ln-valued absolutely continuous function of t. Fortunately, our
argument is justified by approximation of the equation by smooth uniformly parabolic equations as
in [GK]. In one-dimensional setting, we approximate

�
|u| dx by

�
f(u) where f is a convex function;

see [GK, Section 2.5].
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Remark 5.2 ([GK]). The results still hold when Ω = Tn or a smooth bounded domain with the
Neumann boundary condition for average-free L2 initial data with possibly different value of the best
Sobolev constant Sn. Note that Sn may depend on the shape of Ω but it is scale invariant in the sense
that Sn is invariant under dilation, i.e., Sn(λΩ) = Sn(Ω) for any λ > 0, where λΩ = {λx | x ∈ Ω}.
For the Dirichlet problem, it still holds for n = 2 but there is no literature claiming the estimate
T ∗(u0) ≤ Sn∥u0∥n for n ≥ 3; justification of the formal estimate will be difficult since boundary
detachment phenomenon is expected unless the domain is mean-convex.

For the gradient flow of p-Dirichlet energy for p > 1, i.e., ut ∈ −∂Ep(u), an extinction time
estimate

T ∗(u0) ≤ C∥u0∥2−ps , s = n(2 − p)/p, n ≥ 2, 1 < p ≤ 2n

n+ 1

has been proved by a similar method [DiB, Proposition 2.1, Proposition 3.1 of Chapter VII] both for
the Cauchy problem Ω = Rn and the Dirichlet problems for a bounded domain.

Remark 5.3. Since (1.1) has a comparison principle, the estimate T ∗(u0) < ∞ is often proved by
comparison with the evolution of the characteristic function a(t)1BR0

. For example, suppose that
u0 ≥ 0 and u0 ≤ a0 and u0 ≡ 0 outside BR0. Then

0 ≤ u(x, t) ≤ a(t) in BR0

and a(t) = (a0 − (n/R0)t)+. Thus T ∗(u0) ≤ (supu0)R0/n.

We next study the fourth-order problem. We first calculate the growth of Lp-norm in a formal
way

1

p(p− 1)

d

dt

�
Rn

|u|p dx =
1

p− 1

�
Rn

|u|p−2uut dx

=
1

p− 1

�
Rn

|u|p−2u(−∆ div z) dx with z = ∇u/|∇u|

since (2.6) is of the form ut = −∆ div z. Integrating by parts, the right-hand side equals
�
Rn

|u|p−2∇u · ∇ div z dx = −
�
Rn

|u|p−2∇2u : ∇⊗ z dx− (p− 2)

�
Rn

|u|p−4u∇⊗ z : ∇u⊗∇u dx,

where we assume that effect at space infinity does not appear; here A : B = trace(ABT ) for matrices
A and B and ∇⊗ z for a vector field z = (z1, . . . , zn) denotes a matrix (∂izj) for ∂i = ∂/∂xi. Since
z is a subgradient of a positively one-homogeneous function of ∇u we see that (∇⊗ z)(∇u)T = 0 for
∇u = (∂1u, . . . , ∂nu) from the Euler’s identity for a positively zero-homogeneous function. Here is a
more explicit argument. Since

∇⊗ z = ∇⊗ ∇u
|∇u|

=
1

|∇u|
∇2u

(
I − ∇u

|∇u|
⊗ ∇u

|∇u|

)
it is rather clear that (∇⊗ z)(∇u)T = 0 since P = I −∇u⊗∇u/|∇u|2 is a projection orthogonal to
∇u. We end up with

1

p(p− 1)

d

dt

�
Rn

|u|p dx = −
�
Rn

|u|p−2∇2u : ∇⊗ z dx ≤ 0

since |∇u|∇⊗ z = ∇2uP and P is a non-negative symmetric matrix. This is a formal argument that
needs to be rigorously justified, see [GKL2]. Eventually, we have
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Lemma 5.4. Assume that u0 ∈ Lp(Rn) ∩ E−1. Let u be the solution of (2.6) with initial datum u0.
Then ∥u∥p(t) is non-increasing in t for 1 ≤ p <∞. In particular, ∥u∥p(t) ≤ ∥u0∥p for all t ≥ 0.

We now discuss an upper bound for the extinction time. Since the extinction time for n ≤ 2 may
be infinite as observed in Section 4, we assume n ≥ 3. In this case, our fundamental identity

1

2

d

dt
∥u∥2D−1(t) = −TV (u)

is obtained by taking inner product of u with (2.6). By the Sobolev inequality, we see that

1

2

d

dt
∥u∥2D−1(t) ≤ −S−1

n ∥u∥n/(n−1) (5.1)

as for the second-order problem. Again by the Sobolev inequality

∥u∥2∗ ≤ Cn∥u∥D1
0

for 2∗ = 2n/(n− 2), hence

∥u∥D−1 = sup
{
⟨u, v⟩

∣∣∣ ∥v∥D1
0
≤ 1
}

≤ Cn sup
{
⟨u, v⟩

∣∣ ∥v∥2∗ ≤ 1
}

= Cn∥u∥(2∗)′ (5.2)

where (2∗)′ = 2n/(n+ 2). In the case n = 4, (2∗)′ = 4/3 = n/(n− 1) so (5.1) yields

1

2

d

dt
∥u∥2D−1(t) ≤ −S−1

4 C−1
4 ∥u∥D−1(t)

and this implies
T ∗(u0) ≤ S4C4∥u∥D1

0
.

This type of estimate is already obtained in [GK] when Ω = Tn. For other n, we recall the Hölder
inequality

∥u∥(2∗)′ ≤ ∥u∥θn/(n−1)∥u∥
1−θ
p

with n+2
2n = n−1

n θ + 1
p(1 − θ) for n ≥ 3. If n = 4, (2∗)′ = 4/3 = n/(n− 1) so θ = 1. If n ≥ 5 we have

to take p > (2∗)′, and if n = 3 we have to take p < 6/5 = (2∗)′ so that 0 < θ < 1. By (5.1) and (5.2),
we now obtain

1

2

d

dt
∥u∥2D−1(t) ≤ −S−1

n

(
C−1
n ∥u∥D−1

)1/θ / ∥u∥(1−θ)/θp

≤ −S−1
n

(
C−1
n ∥u∥D−1

)1/θ / ∥u0∥(1−θ)/θp .

In the last inequality, we invoke Lemma 5.4. In other words,

d

dt
∥u(t)∥D−1 ≤ −A−1

θ ∥u(t)∥1/θ−1
D−1

/
∥u0∥1/θ−1

p , Aθ = SnC
1/θ
n .

The differential inequality
dy

dt
≤ −kyσ, y(0) = y0 > 0,

with σ ∈ [0, 1), k > 0 yields the estimate

y(t) ≤
(
y1−σ0 − (1 − σ)kt

) 1
1−σ

+
.
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In particular, y(t) must be zero for t ≥ t∗ = y1−σ0

/
(1−σ)k. Applying this estimate to our differential

inequality for y(t) = ∥u(t)∥D−1 implies that

∥u(t)∥D−1 ≤
(
∥u0∥2−1/θ

D0
− (2 − 1/θ)A−1

θ t
/
∥u0∥(1−θ)/θp

)θ/(2θ−1)

+

provided that 0 ≤ 1
θ − 1 < 1, which is equivalent to

1

2
< θ =

(
n+ 2

2n
− 1

p

) / (
n− 1

n
− 1

p

)
≤ 1. (5.3)

In this case, we have an upper bound for the extinction time

T ∗(u0) ≤
Aθθ

2θ − 1
∥u0∥1/θ−1

p ∥u0∥2−1/θ
D−1 . (5.4)

It remains to check the validity of the inequality (5.3). If n = 4 so that (n + 2)/2n = (n − 1)/n, θ
must be 1 and (5.4) is reduced to what we already obtained. Since θ > 1/2 in (5.3) can be written as

n+ 2

2n
− n− 1

2n
>

1

2p
, i.e.,

1

p
<

3

n
,

the estimate (5.4) holds for all p > n/3 provided that n ≥ 5. In the case n = 3, (5.3) yields that
1 < p < 6/5 = (2∗)′. Summarizing what we discussed, we obtain at least formally

Theorem 5.5. Let p > n/3 for n = 5 and p ∈ (1, 6/5) for n = 3. Assume that

θ =

(
n+ 2

2n
− 1

p

) / (
n− 1

n
− 1

p

)
for n ≥ 3 and n ̸= 4. Then

T ∗(u0) ≤
Aθθ

2θ − 1
∥u0∥1/θ−1

p ∥u0∥2−1/θ
D−1

with Aθ = SnC
1/θ
n provided that u0 ∈ Lp(Rn) ∩D−1(Rn). In the case n = 4,

T ∗(u0) ≤ A1∥u0∥D−1 .

This result is consistent with our explicit solutions in Section 4. Our examples in Section 4 for
n ≤ 2 shows that Theorem 5.5 cannot be extended to n ≤ 2. Note that our estimate is scale-invariant.

The results easily extend to the case Ω = Tn by considering average free spaces. For a smooth
bounded domain Ω, there are several possible boundary conditions

(DD) Dirichlet–Dirichlet: u = 0, div
(

∇u
|∇u|

)
= 0 on ∂Ω;

(ND) Neumann–Dirichlet: ∂u
∂ν = 0, div

(
∇u
|∇u|

)
= 0 on ∂Ω;

(DN) Dirichlet–Neumann: u = 0, ∂
∂ν div

(
∇u
|∇u|

)
= 0 on ∂Ω;

(NN) Neumann–Neumann: ∂u
∂ν = 0, ∂

∂ν div
(

∇u
|∇u|

)
= 0 on ∂Ω.

In (DD) and (DN) case, as well as in the (NN) case if Ω is convex, the boundary terms in the calculation
of d

dt

�
Ω |u|p dx vanish, so we still expect monotonicity of ∥u∥Lp(Ω). Note that the formulation of flow

for (DN) and (NN) itself is non-trivial. We shall discuss the formulation in the forthcoming paper
[GKL2]. In [GK], an upper bound for the extinction time in a periodic domain is obtained using a
Sobolev space of negative order, and it is extended in [GKM] to a bounded domain under (DD). In
these settings, even in n ≤ 2 the solution has a finite extinction time. This is a big difference between
Rn case and a bounded domain (or Tn).
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5.2 Fractional case

We next consider the fractional case (2.5) with constant weight, i.e., a ≡ 1. In this case, we mimic
the way to derive an upper bound for the extinction time by using negative Sobolev norm in the case
s = 1 discussed in [GK] and [GKL], since it is not clear whether Lp-norms of the solution are well
controlled or not.

We begin with a fundamental identity.

Proposition 5.6. Let u be a solution to (2.5) (with a ≡ 1) with initial datum u0 ∈ Ḣ−s
av (Tn). Then

1

2

d

dt
∥u(t)∥2

Ḣ−s
av (Tn)

= −TV (u(t)) for a.e. t > 0.

This is easily obtained from ut ∈ −∂Ḣ−s
av
TV (u) by taking Ḣ−s inner product with u.

The basic strategy is the same as in Section 5.1. We shall estimate the right-hand side by an
interpolation inequality:

−TV (u) ≤ −∥u∥1+α
Ḣ−s

av

/
∥u∥αX

with a suitable norm ∥u∥X , which does not grow quickly as t increases. In Section 5.1, we take ∥u∥X
just Lp-norm since ∥u(t)∥p is not increasing. In this section, we instead take a negative Sobolev-norm.

We begin with a simple setting when n = 2(s+1), where an interpolation inequality is unnecessary.
This corresponds to the case n = 4 for s = 1. We recall a fractional Sobolev inequality

∥u∥Lq ≤ Cn,s∥u∥Ḣs
av

for u ∈ Ḣs
av(Tn),

where 1
q = 1

2 −
s
n for s > 0, q <∞. As discussed when deriving (5.2) for D−1, by duality we observe

that
∥u∥Ḣ−s

av
≤ Cn,s∥u∥Lq′ , 1/q + 1/q′ = 1.

If s > 0 satisfies n = 2(s + 1), then q = n and q′ = n/(n − 1). Since ∥u∥Ln/(n−1) ≤ SnTV (u) by the
Sobolev (isoperimetric) inequality, Proposition 5.6 implies that

1

2

d

dt
∥u∥2

Ḣ−s
av (Tn)

(t) ≤ −C−1
n,sS

−1
n ∥u∥Ḣ−s

av (Tn).

We thus obtain an upper bound for the extinction time.

Proposition 5.7. Let u be a solution to (2.5) (with a ≡ 1) with initial datum u0 ∈ Ḣ−s
av (Tn). Assume

that n = 2(s+ 1). Then,
T ∗(u0) ≤ Cn,sSn∥u0∥Ḣ−s

av (Tn).

We next derive an interpolation inequality, which is an extension of the inequality obtained in
[GK] for s = 1. We define a homogeneous negative Sobolev norm as

∥w∥
Ẇ−1,p

av
= sup

{
⟨w,φ⟩

∣∣∣ φ ∈ C1
av(Tn), ∥∇φ∥Lp′ ≤ 1

}
when w is a distribution on Tn.

Lemma 5.8. Assume that s, p, θ satisfy

1 ≤ n ≤ 2(s+ 1), 0 < s ≤ 1, 1 ≤ p ≤ ∞,
1

2
≤ θ ≤ 1
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and the scaling balance

s+
n

2
= (1 − θ)

(
2s+ 1 +

n

p

)
+ θ(n− 1).

Then there is a constant C∗ such that

∥u∥Ḣ−s
av

≤ C∗
∥∥(−∆)−su

∥∥1−θ
Ẇ−1,p

av
TV (u)θ for all u ∈ Ḣ−s

av (Tn) ∩BV (Tn).

The constant C∗ is invariant under dilation in the sense that it is independent of λ > 0 if u is replaced
by uλ (= u(λx)).

The scaling balance is a consequence of invariance of C∗. It can be rewritten as

θ =
1

2
+

{
2 + 2p

(
2(s+ 1)

n
− 1

)}−1

.

Thus the assumption 1
2 ≤ θ ≤ 1 is redundant since it follows from n ≤ 2(s+ 1), 1 ≤ 1′ ≤ ∞ and the

scaling balance. We note that

θ = 1 ⇐⇒ n = 2(s+ 1)

θ =
1

2
⇐⇒ 1 ≤ n < 2(s+ 1), p = ∞,

since s ≤ 1. The idea of the proof is parallel to that of [GK]. We give the proof in the case n < 2(s+1)
for the reader’s convenience.

Proof. We decompose u into regular part ureg and singular part using

u = ureg − using, ureg := et∆u, using :=

� t

0
∆eτ∆u dτ

based on the formula

et∆u− u =

� t

0

d

dτ
eτ∆u dτ =

� t

0
∆eτ∆u dτ.

(This idea is standard to prove an interpolation inequality as in [GGS, Chapter 6].) Since

∥u∥2
Ḣ−s

av
=

�
Tn

(−∆)−su · u dx =

�
Tn

(−∆)−su · ureg dx−
�
Tn

(−∆)−su · using dx,

we estimate each term separately.
For the regular part, by definition of Ẇ−1,p

av norm, we have∣∣∣∣�
Tn

(−∆)−su · ureg(t) dx

∣∣∣∣ ≤ ∥∥(−∆)−su
∥∥
Ẇ−1,p

av
∥∇ureg(t)∥Lp′ .

Invoking Lp
′
-L1 estimate for the heat semigroup, we have

∥∇ureg(t)∥Lp′ = ∥∇et∆u∥Lp′ ≤ C1t
−n

2

(
1− 1

p′

)
TV (u) = C1t

− n
2pTV (u).

Thus ∣∣∣∣�
Tn

(−∆)−su · ureg(t) dx

∣∣∣∣ ≤ C1t
−n/2p ∥∥(−∆)−su

∥∥
Ẇ−1,p

av
TV (u).
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The estimate for the singular part is more involved. We proceed∣∣∣∣�
Tn

(−∆)−su · using(t) dx

∣∣∣∣ =

∣∣∣∣�
Tn

(−∆)−su ·
� t

0
∆eτ∆u dτdx

∣∣∣∣
≤
� t

0

∣∣∣∣�
Tn

(−∆)−s/2u(−∆)1−s/2eτ∆u dx

∣∣∣∣ dτ
≤
� t

0

∥∥∥(−∆)−s/2u
∥∥∥
L2

∥∥∥(−∆)1−s/2eτ∆u
∥∥∥
L2

dτ

= ∥u∥Ḣ−s
av

� t

0

∥∥∥(−∆)1−s/2eτ∆u
∥∥∥
L2

dτ.

We note that

(−∆)1−s/2eτ∆u = −
n∑
j=1

(−∆)−s/2∂je
τ∆/2eτ∆/2∂ju.

We use L2-L2 estimate for the heat semigroup to get∥∥∥(−∆)−s/2∂je
τ∆/2

∥∥∥
L2→L2

≤ Cτ (s−1)/2.

Here we invoked the assumption that s ≤ 1. (This can be easily proved by the Parseval identity.)
Thus, ∥∥∥(−∆)1−s/2eτ∆u

∥∥∥
L2

≤ Cτ (s−1)/2
n∑
j=1

∥∥∥eτ∆/2∂ju∥∥∥
L2
.

Using L2-L1 estimate for the heat semigroup, we end up with∥∥∥(−∆)1−s/2eτ∆u
∥∥∥
L2

≤ C ′τ (s−1)/2τ−n/4
n∑
j=1

∥∂ju∥L1

≤ C ′′τ (2s−2−n)/4TV (u).

(To be precise, we take an approximate sequence of average-free smooth functions fk on Tn so that
fk → u in L2 and TV (fk) → TV (u).) We thus conclude that∣∣∣∣�

Tn

(−∆)−su · using(t) dx

∣∣∣∣ ≤ C ′′∥u∥Ḣ−s
av

� t

0
τ (2s−2−n)/4 dτ TV (u)

= C2∥u∥Ḣ−s
av
TV (u)t(2+2s−n)/4, C2 =

4

2s+ 2 − n
C ′′

since (2s− 2 − n)/4 > −1 by our assumption n < 2(s+ 1).
Combining the estimate for the regular part and the singular part, we have

∥u∥2
Ḣ−s

av
≤
(
C1t

−n/2p ∥∥(−∆)−su
∥∥
Ẇ−1,p

av
+ C2t

(2+2s−n)/4∥u∥Ḣ−s
av

)
TV (u). (5.5)

We take t so that the two terms in the right-hand side are balanced, i.e.,

C1t
−n/2p ∥(−∆)su∥

Ẇ−1,p
av

= C2t
(2+2s−n)/4∥u∥Ḣ−s

av
,

or

tβ =
C1 ∥(−∆)su∥

Ẇ−1,p
av

C2∥u∥Ḣ−s
av

, β =
1 + s

2
− n

4
+

n

2p
.
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We fix this t and observe that (5.5) becomes

∥u∥2
Ḣ−s

av
≤ 2C1

(
C1 ∥(−∆)−su∥

Ẇ−1,p
av

C2∥u∥Ḣ−s
av

)−n/2pβ ∥∥(−∆)−su
∥∥
Ẇ−1,p

av
TV (u)

or
∥u∥2−(n/2pβ)

Ḣ−s
av

≤ C3

∥∥(−∆)−su
∥∥1−(n/2pβ)

Ẇ−1,p
av

TV (u)

with C3 = 2C
1−(n/2pβ)
1 C

n/2pβ
2 . If we take

θ :=

(
2 − n

2pβ

)−1

,

we see that

1 − n

2pβ
=

1

θ
− 1.

Thus
∥u∥Ḣ−s

av
≤ C∗

∥∥(−∆)−su
∥∥1−θ
Ẇ−1,p

av
TV (u)θ

with C∗ = Cθ3 . The definition of θ =
(

2 − n
2pβ

)−1
is nothing but the scaling balance. The proof is

now complete.

We next prove a mild growth of ∥u(t)∥
Ẇ−1,p

av
as t grows. For Tn =

∏m
i=1(R/ωiZ), we set |Tn| =

ωi · · ·ωn, which is the volume of a fundamental domain.

Lemma 5.9. Let u be a solution to (2.5) (with a ≡ 1) with initial datum u0 ∈ Ḣ−s
av (Tn). Then,∥∥(−∆)−su(t)

∥∥
Ẇ−1,p

av
≤ |Tn|1/pt+

∥∥(−∆)−su0
∥∥
Ẇ−1,p

av

for 1 ≤ p ≤ ∞.

Proof. We first observe that

d

dt

∥∥(−∆)−su
∥∥
Ẇ−1,p

av
(t) ≤

∥∥(−∆)−sut
∥∥
Ẇ−1,p

av
(t)

since d
dt∥u∥X ≤ ∥ut∥X by the triangle inequality of the norm ∥ · ∥X . By Theorem 2.9, we see

ut = (−∆)s divZ

with
∥Z∥L∞ ≤ 1 and (u,−(−∆)s divZ)Ḣ−s

av
= TV (u).

Thus∥∥(−∆)−sut
∥∥
Ẇ−1,p

av
(t) = ∥ divZ∥

Ẇ−1,p
av

= sup

{�
Tn

(−∇φ) · Z dx

∣∣∣∣ ∥∇φ∥Lp′ ≤ 1

}
≤ ∥Z∥Lp ≤ |Tn|1/p.

We now conclude
d

dt

∥∥(−∆)−su
∥∥
Ẇ−1,p

av
(t) ≤ |Tn|1/p

which yields the desired inequality.
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We are now ready to prove our upper bound for the extinction time which is an easy extension
of the case s = 1.

Theorem 5.10. For s ∈ (0, 1], assume that 1 ≤ n ≤ 2(s+ 1), 1 ≤ p ≤ ∞. Assume that 1/2 < θ ≤ 1
satisfies the scaling balance

s+
n

2
= (1 − θ)

(
2s+ 1 +

n

p

)
+ θ(n− 1).

Then

T ∗(u0) ≤
A0

a


1 +

aC
1/θ
∗ ∥u0∥γḢ−s

av

Aγ0

1/γ

− 1


with a := |Tn|1/p, A0 := ∥(−∆)−su0∥Ẇ−1,p

av
, γ := 2 − 1/θ.

Proof. We set y(t) = ∥u(t)∥Ḣ−s
av

and recall the fundamental dissipation identity

(y2/2)′ = −TV (u).

By the interpolation inequality (Lemma 5.8), we have

−TV (u) ≤ −C−1/θ
∗ y(t)1/θ

∥∥(−∆)−su(t)
∥∥1−1/θ

Ẇ−1,p
av

.

We may assume y(t) ̸= 0. We now apply our growth estimate to obtain

y(t)1−1/θy′(t) ≤ −C−1/θ
∗

(
|Tn|1/pt+

∥∥(−∆)−su0
∥∥
Ẇ−1,p

av

)1−1/θ

since 1 − 1/θ ≤ 0. In other words,

1

γ

d

dt
yγ ≤ −C1/θ

∗ (at+A0)
γ−1.

Note that γ ∈ (0, 1] since θ satisfies 1/2 < θ ≤ 1. Integrating both sides over (0, t) we get

1

γ
(y(t)γ − y(0)γ) ≤ −C

−1/θ
∗
aγ

{(at+A0)
γ −Aγ0}

or

y(t)γ ≤ ∥u0∥γḢ−s
av

− C
−1/θ
∗
a

{(at+A0)
γ −Aγ0} . (5.6)

Since the right-hand side is nonnegative,

C
−1/θ
∗
a

{(at+A0)
γ −Aγ0} ≤ ∥u0∥γḢ−s

av

or

at+A ≤ A0

1 +
aC

1/θ
∗ ∥u0∥γḢ−s

av

Aγ0

1/γ

.

Thus, the desired estimate follows from (5.6). (Note that if θ = 1/2, γ must be zero so the above
argument does not apply. The case θ = 1/2 corresponds to the case 1 ≤ n < 2(s+ 1) and p = ∞ as
we observed before.)
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6 Regularity

A fundamental feature of total variation flows, that sets them apart from usually considered quasi-
linear parabolic equations, is that u(t) is typically only a BV function for t > 0. That is, the
distributional derivative Du is in general not an integrable function, but a vector measure. In par-
ticular, as we have seen in Section 4, u can have jump discontinuities along hypersurfaces. This is a
desirable feature from the point of view of applications to image processing, where jumps corresponds
to sharp contours in images.

Rigorously speaking, a point x ∈ Ω is called an (approximate) jump point of w ∈ L1
loc(Ω) if there

exist real numbers w− = w−(x), w+ = w+(x), w− ̸= w+ and a vector νw = νw(x) such that

lim
r→0+

 
B−

r (x,νw)
|w(y) − w−|dy = 0, lim

r→0+

 
B+

r (x,νw)
|w(y) − w+|dy = 0 (6.1)

where the symbol
�

denotes average integral over a set and B±
r (x, νw) are the half-balls

B−
r (x, νw) =

{
y ∈ Br(x)

∣∣ (y − x) · νw ≥ 0
}
, B+

r (x, νw) =
{
y ∈ Br(x)

∣∣ (y − x) · νw ≤ 0
}
.

To be precise, the triple (w+(x), w−(x), νw(x)) is defined up to permutation of w+(x) and w−(x)
with simultaneous multiplication of νw(x) by −1. We also recall the notion of approximate continuity,
closely related to Lebesgue points. As in [AFP], we say that x ∈ Ω is a point of approximate continuity
of w, if there exists w∗ = w∗(x) ∈ R such that

lim
r→0+

 
Br(x)

|w(y) − w∗|dy = 0. (6.2)

The set of jump points of w is denoted by Jw, while the set of approximate discontinuity, i.e., the
complement of the set of points of approximate continuity of w, is denoted by Sw. Clearly Jw ⊂ Sw.
By the Federer–Vol’pert theorem [AFP, Theorem 3.78], if w ∈ BV (Ω), then Sw (and Jw) is countably
Hn−1-rectifiable, in particular, it can be covered by a countable sum of graphs of C1 functions up to
a Hn−1-negligible set (i.e. a set of Hn−1 measure 0) [AFP, p. 80]. Moreover, Jw coincides with Sw up
to a Hn−1-negligible set, that is Hn−1(Sw \Jw) = 0. We also note that if (6.1) holds for a given x ∈ Ω
with w− = w+, then also (6.2) holds with w∗ = w±. On the other hand, if (6.2) holds with w∗ ∈ R,
then both equations in (6.1) are satisfied with w+ = w− = w∗. Thus, if w ∈ BV (Ω), then w±(x)
can be defined for Hn−1-a.e. x ∈ Ω. Furthermore, one-sided traces of w along any C1 hypersurface in
Ω are well defined [AFP, Theorem 3.77] and coincide with w± up to a pointwise permutation [AFP,
Remark 3.79].

In this section we denote by ∇w the Radon–Nikodym derivative of Dw with respect to the
Lebesgue measure Ln. Thus, we have

Dw = ∇wLn +Dsw,

where Dsw is called the singular part of Dw. The singular part can be further decomposed into the
jump part Djw = (w+ − w−)νwHn−1 supported on Jw and the remaining Cantor part Dcw, see
[AFP] for details.

It is then natural to ask about the location of the jumps of u, or more generally, of (the support
of) Dsu. The situation is particularly simple in the 1D setting (in order to avoid technicalities related
to the boundary, we restrict ourselves to the periodic case Ω = R/Z). In this case BV functions are
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well approximated by step functions. Indeed, given w ∈ BV (Ω) and a natural number N , we define
wN by

wN (x) = N

� k/N

(k−1)/N
w(y)dy for x ∈ [(k − 1)/N, k/N), k = 1, . . . , N.

If w ∈ C1(Ω), then w attains its average value N
� k/N
(k−1)/N w(y)dy on [(k − 1)/N, k/N) and, by the

fundamental theorem of calculus, we have for x ∈ [(k − 1)/N, k/N)

|w(x) − wN (x)| =

∣∣∣∣∣w(x) −N

� k/N

(k−1)/N
w(y)dy

∣∣∣∣∣ ≤
�
[(k−1)/N,k/N)

|Dw|. (6.3)

It is not difficult to see that the same holds for general w ∈ BV (Ω), Ω = (a, b), if we identify it with
its left-continuous representative which is of form

w(x) = c+

�
(a,x)

Dw

with some c ∈ R, see [AFP, Thm. 3.28]. From (6.3) we deduce

∥w − wN∥2L2(Ω) =
N∑
k=1

� k/N

(k−1)/N

∣∣∣∣∣w(x) −N

� k/N

(k−1)/N
w(y)dy

∣∣∣∣∣
2

dx ≤ 1

N

N∑
k=1

(�
[k−1)/N,k/N)

|Dw|

)2

≤ 1

N

(
N∑
k=1

�
[k−1)/N,k/N)

|Dw|

)2

=
1

N
TV (w)2,

which clearly tends to 0 as N → ∞, i.e. wN → w in L2(Ω).
Moreover, again identifying w with the left-continuous representative,

TV (wN ) =

�
Ω
|DwN | =

N∑
k=1

∣∣∣∣∣N
� (k+1)/N

k/N
w(y)dy −N

� k/N

(k−1)/N
w(y)dy

∣∣∣∣∣
= N

N∑
k=1

∣∣∣∣∣
� k/N

(k−1)/N
w(y + 1/N) − w(y)dy

∣∣∣∣∣ = N

N∑
k=1

∣∣∣∣∣
� k/N

(k−1)/N

(�
[y,y+1/N)

Dw

)
dy

∣∣∣∣∣
≤ N

N∑
k=1

� k/N

(k−1)/N

(�
[y,y+1/N)

|Dw|

)
dy =

�
Ω
N

(�
[y,y+1/N)

|Dw|

)
dy =

�
Ω
|Dw|,

where the intuitive last equality can be justified using Fubini’s theorem. Thus, by lower semicontinuity
of the total variation on any open subset of Ω and [AFP, Prop. 1.80], measures |DwN | converge weakly
star to |Dw|.

We apply this approximation to the initial datum u0, obtaining step functions uN0 . Let uN be the
solution to the total variation flow with initial datum uN0 . Then uN (t) is a step function for t > 0.
Precisely, between merging times, the solution is given by formulae (4.6)–(4.7). We observe that ak

is a decreasing (resp. increasing) function of time if and only if ak > ak−1 and ak > ak+1 (resp.
ak < ak−1 and ak < ak+1). Thus, the functions |ak+1 − ak| are decreasing for k = 1, . . . ,m. Since

|DuN (t)| =

m∑
k=1

|ak+1(t) − ak(t)|δxk ,

33



this implies |DuN (t)| ≤ |DuN0 | as measures, which is equivalent to saying that

�
Ω
φd|DuN (t)| ≤

�
Ω
φd|DuN0 | for any φ ∈ Cc(Ω), (6.4)

in other words TVφ(uN (t)) ≤ TVφ(u(t)) for φ ∈ Cc(Ω).
We now want to pass to the limit N → ∞ in (6.4). Since uN0 → u0 in L2(Ω), we have, by

monotonicity of −∂TV , uN (t) → u(t) in L2(Ω) for t > 0. By lower semicontinuity of TVφ, we obtain

lim inf
N→∞

�
Ω
φd|DuN (t)| ≥

�
Ω
φd|Du(t)|.

On the other hand, we have showed that measures |DuN0 | converge weakly star to |Du0|, i.e.

�
Ω
φd|DuN0 | →

�
Ω
φd|Du0|.

Thus, we have

Theorem 6.1. Let Ω be an interval and suppose that u is the solution to the total variation flow with
initial datum u0 ∈ BV (Ω). Then

|Du(t)| ≤ |Du0| as measures for t > 0. (6.5)

Inequality (6.5) implies that |∇u(t)| ≤ |∇u0| Lebesgue-almost everywhere in Ω and |Dsu(t)| ≤
|Dsu0| as measures. This has quite strong consequences in terms of regularity. In particular, it
implies that the total variation flow preserves Sobolev spaces W 1,p(Ω) for p ∈ [1,∞], or the space
SBV (Ω) of functions w ∈ BV (Ω) such that Dcw = 0. Many of these consequences were derived by a
technique similar to the one presented here in [BF]. Independently, a generalization of Theorem 6.1
was obtained in [BCNO] by a different technique. We note that one can also show that the 1D total
variation flow preserves second-order BV regularity. That is, if Du0 ∈ BV (Ω), then Du(t) ∈ BV (Ω)
for t > 0 [MR]. This is the highest regularity preserved by the flow: in fact, if u0 ∈ C∞(Ω) is
non-monotone, then Du(t) will have jump discontinuities for any t > 0 small enough, see e.g. [KMR].

Theorem 6.1 can also be generalized to the vector-valued setting, with total variation calculated
with respect to possibly non-Euclidean norms [GiL, GrL]. If the total variation is replaced by a
non-homogeneous functional, the pointwise inequality |∇u(t)| ≤ |∇u0| in general fails. However one
can still obtain a bound on Dsu [MS, GrL].

As for the total variation flow in higher-dimensional domains, the pointwise estimate on ∇u is
known to be violated, as evidenced by examples of facet bending [ACC]. However one can still
show an estimate on the size of jumps of u(t) in terms of u0. Known results of this type rely on
the minimizing movements approximation briefly discussed in Section 2.1, consisting in iteratively
solving a minimization problem for the functional Eλf given by (2.2), which in the case E = TV reads

TV λ
f (w) = λTV (w) +

1

2

�
Ω

(w − f)2dx. (6.6)

Initial works on this subject used an argument based on the fact that level sets of the minimizer
of TV λ

f solve a prescribed mean curvature problem [CCN, CJN]. This has been later significantly
generalized in [Val, CL] by different techniques, without reference to particular structure of E or level
sets of the minimizer, thus allowing to handle also the vector-valued case. In fact, it is enough to
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assume that E has a mild regularity property of differentiability along inner variations, which holds
for TV [Giu, Chapter 10]. That is, setting wτφ(x) = w(x+τφ(x)) for w ∈ BV (Ω), φ ∈ C∞

c (Ω)n, x ∈ Ω,
τ ∈ R, the real function Rφ : τ 7→ TV (wτφ) is differentiable for any φ ∈ C∞

c (Ω)n. To obtain the desired

assertion, we actually need to use a bit more complicated mixed variations wτ,ϑφ := (1 − ϑ)w + ϑwτφ.
By convexity of TV we have

1
τ (TV (wτ,ϑφ ) − TV (w)) ≤ 1

τ ((1 − ϑ)TV (w) + ϑTV (wτφ) − TV (w)) = ϑ
τ (Rφ(τ) −Rφ(0)) → ϑR′

φ(0),

1
τ (TV (w−τ,ϑ

φ )−TV (w)) ≤ 1
τ ((1−ϑ)TV (w)+ϑTV (w−τ

φ )−TV (w)) = ϑ
τ (Rφ(−τ)−Rφ(0)) → −ϑR′

φ(0)

as τ → 0+. Thus,

lim sup
τ→0+

1
τ (TV (wτ,ϑφ ) − TV (w)) + lim sup

τ→0+

1
τ (TV (w−τ,ϑ

φ ) − TV (w)) ≤ 0. (6.7)

Since the function τ → TV (wτ,ϑφ ) is convex, it actually follows from this inequality that it is also
differentiable (at least at 0).

Now, let v ∈ BV (Ω) be a minimizer of TV λ
f for a given f ∈ BV (Ω), λ > 0. We assume moreover

that f ∈ L∞(Ω), in which case it is easy to show that v ∈ L∞(Ω) and ∥v∥L∞(Ω) ≤ ∥f∥L∞(Ω). Since v
is a minimizer, we have

lim inf
τ→0+

1
τ (TV λ

f (vτ,ϑφ ) − TV λ
f (v)) ≥ 0, lim inf

τ→0+
1
τ (TV λ

f (v−τ,ϑφ ) − TV λ
f (v)) ≥ 0.

Adding the two inequalities together and taking into account (6.7), we deduce

0 ≤ lim sup
τ→0+

1

2τ

�
Ω

(vτ,ϑφ − f)2 − (v − f)2dx+ lim sup
τ→0+

1

2τ

�
Ω

(v−τ,ϑφ − f)2 − (v − f)2dx. (6.8)

Further on, we will only use (6.8). Note that it does not involve TV at all. We calculate

(v±τ,ϑφ − f)2 − (v − f)2 = (v±τ,ϑφ − v)(v + v±τ,ϑφ − 2f) = ϑ(v±τφ − v)((2 − ϑ)v + ϑv±τφ − 2f).

Thus, dividing (6.8) by ϑ,

0 ≤ lim sup
τ→0+

1

2τ

�
Ω

(vτφ−v)((2−ϑ)v+ϑvτφ−2f)dx+lim sup
τ→0+

1

2τ

�
Ω

(v−τφ −v)((2−ϑ)v+ϑv−τφ −2f)dx. (6.9)

All the calculations so far were done for arbitrary φ ∈ C∞
c (Ω). Now let Γ ⊂ Ω be any one of the C1

graphs that cover Jv by rectifiability, let x0 ∈ Γ, and let ν0 be a vector normal to Γ at x0. By isometric
change of coordinates, we can assume without loss of generality that x0 = 0, ν0 = (0, . . . , 0, 1) and
Γ ⊃ {(x′, xn) : x′ ∈ Bn−1

r , xn = γ(x′)} where γ ∈ C1(Bn−1
r ) and Bn−1

r := {x′ ∈ Rn−1 : |x′| < r} for
r > 0. Owing to differentiability of γ, possibly decreasing r we can assume that γ(Bn−1

s ) ⊂ (−s/2, s/2)
for 0 < s ≤ r. Then, we take φ = ν0ψ = (0, . . . , 0, ψ) supported in Qr := Bn−1

r × (−r, r) with
ψ ∈ C∞

c (Qr) such that 0 ≤ ψ ≤ 1 and ψ(x′, xn) = ψ∥(x
′)ψ⊥(xn), ψ∥ = 1 on Bn−1

r−ε , ψ⊥ = 1 on
(−r + ε, r − ε) for a temporarily fixed ε ∈ (0, r/2).

For τ ∈ (0, r/2) we rewrite

1

2τ

�
Ω

(vτφ− v)((2−ϑ)v+ϑvτφ− 2f)dx =
1

2τ

�
Bn−1

r

� γ(x′)

γ(x′)−τψ∥(x′)
(vτφ− v)((2−ϑ)v+ϑvτφ− 2f)dxndx

′

+
1

2τ

�
Bn−1

r

�
(−r,r)\[γ(x′)−τψ∥(x′),γ(x′)]

(vτφ − v)((2 − ϑ)v + ϑvτφ − 2f)dxndx
′. (6.10)
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Identifying v with its precise representative, the slicing properties of BV functions [AFP, §3.11,
Theorem 3.107] ensure that for Ln−1-a.e. x′ ∈ Bn−1

r the function vx′ : xn 7→ v(x′, xn) is in BV ((−r, r)),
and we can write for L1-a.e. xn ∈ (−r, r):

vτφ(x′, xn) − v(x′, xn) = v(x′, xn + τψ(x′, xn)) − v(x′, xn) =

�
(xn,xn+τψ(x′,xn))

Dvx′ .

Since the support of ψ is contained in Qr, for small enough τ > 0 we have xn + τψ(x′, xn) ≤
min(xn + τψ∥(x

′), r) for xn ∈ (−r, r). Therefore∣∣(vτψ − v)((2 − ϑ)v + ϑvτφ − 2f)
∣∣ (x′, xn) ≤ 4∥f∥L∞(Ω)

∣∣vτψ − v
∣∣ (x′, xn)

≤ 4∥f∥L∞(Ω)

�
(xn,xn+τψ(x′,xn))

|Dvx′ | ≤ 4∥f∥L∞(Ω)

�
(xn,min(xn+τψ∥(x′),r))

|Dvx′ |

and so, by Fubini’s theorem, for Ln−1-a.e. x′ ∈ Bn−1
r ,

1

τ

�
(−r,r)\[γ(x′)−τψ∥(x′)),γ(x′)]

∣∣(vτψ − v)((2 − ϑ)v + ϑvτφ − 2f)
∣∣ (x′, xn) dxn

≤ 4∥f∥L∞(Ω)
1

τ

� �
1(−r,r)\[γ(x′)−τψ∥(x′)),γ(x′)](xn)1(xn,min(xn+τψ∥(x′),r))(s) d

∣∣Dvx′∣∣(s) dxn
≤ 4∥f∥L∞(Ω)

1

τ

� �
1(s−τψ∥(x′),s))(xn)1(−r,r)\{γ(x′)}(s) dxn d

∣∣Dvx′∣∣(s)
≤ 4∥f∥L∞(Ω)ψ∥(x

′)

�
(−r,r)\{γ(x′)}

|Dvx′ | ≤ 4∥f∥L∞(Ω)

�
(−r,r)\{γ(x′)}

|Dvx′ |. (6.11)

Appealing to [AFP, Theorem 3.107],

1

2τ

�
Bm−1

r

�
(−r,r)\[γ(x′)−τψ∥(x′),γ(x′)]

(vτφ−v)((2−ϑ)v+ϑvτφ−2f)dxndx
′ ≤ 2∥f∥L∞(Ω)

�
Qr\Γ

|Dv|. (6.12)

Thus we have estimated the second term on the r.h.s. of (6.10).
As for the other one, using [AFP, Theorem 3.108], for Ln−1-a.e. x′ ∈ Bm−1

r we have

1

τ

� γ(x′)

γ(x′)−τψ∥(x′)
(vτψ − v)((2 − ϑ)v + ϑvτφ − 2f)dxn → ψ (v+ − v−)((2 − ϑ)v− + ϑv+ − 2f−)

∣∣∣∣
(x′,γ(x′))

,

where v−, f− (resp. v+, f+) are the approximate limits corresponding to traces of v, f along Γ ”from
below” (resp. ”from above”). By a rough estimate in the vein of (6.11), we can show that

1

τ

� γ(x′)

γ(x′)−τψ∥(x′)

∣∣(vτψ − v)((2 − ϑ)v + ϑvτφ − 2f)
∣∣ (x′, xn) dxn ≤ 4∥f∥L∞(Ω)

�
(−r,r)

|Dvx′ |.

Since the r.h.s. is an integrable function of x′ (again by [AFP, Theorem 3.107]), we can apply dom-
inated convergence theorem to show that the first term on the r.h.s. of (6.10) converges as τ → 0+

to
1

2

�
Bn−1

r

ψ (v+ − v−)((2 − ϑ)v− + ϑv+ − 2f−)

∣∣∣∣
(x′,γ(x′))

dx′.
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Thus, recalling (6.12),

lim sup
τ→0+

1

2τ

�
Ω

(vτφ − v)((2 − ϑ)v + ϑvτφ − 2f)dx

≤ 1

2

�
Bn−1

r

ψ (v+ − v−)((2 − ϑ)v− + ϑv+ − 2f−)

∣∣∣∣
(x′,γ(x′))

dx′ + 2∥f∥L∞(Ω)

�
Qr\Γ

|Dv|.

Repeating the same reasoning, we also obtain

lim sup
τ→0+

1

2τ

�
Ω

(v−τφ − v)((2 − ϑ)v + ϑv−τφ − 2f)dx

≤ 1

2

�
Bn−1

r

ψ (v− − v+)((2 − ϑ)v+ + ϑv− − 2f+)

∣∣∣∣
(x′,γ(x′))

dx′ + 2∥f∥L∞(Ω)

�
Qr\Γ

|Dv|.

Summing these two inequalities, recalling (6.9), and passing with ϑ→ 0+, ε→ 0+,

0 ≤
�
Bn−1

r

(v+ − v−)(v− − v+ + f+ − f−)

∣∣∣∣
(x′,γ(x′))

dx′ + 4∥f∥L∞(Ω)

�
Qr\Γ

|Dv|.

Finally, we divide the obtained inequality by |Bn−1
r | and pass to the limit r → 0+. By [AFP, eq. (2.41)

on p. 79], the second term vanishes in the limit for Hn−1-a.e. x0 ∈ Γ. Here Hn−1 denotes the n− 1-
dimensional Hausdorff measure, whose restriction to Γ corresponds to the classical surface measure
on Γ. Since also Hn−1-a.e. x0 ∈ Γ is a Lebesgue point of the function (v+ − v−)(v− − v+ + f+ − f−)
with respect to the surface measure, we obtain

0 ≤ (v+ − v−)(v− − v+ + f+ − f−)

for Hn−1-a.e. x0 ∈ Γ (see [CL] for a more detailed explanation of this part). We deduce

|v+ − v−| ≤ |f+ − f−| for Hn−1-a.e. x0 ∈ Jv.

In particular, Jv is contained in Jf up to a Hn−1-negligible set.
Applying this to the minimizing movements approximation, if u0 ∈ BV (Ω) ∩ L∞(Ω), we have

JuN (t) ⊂ Ju0 for t > 0, N ∈ N up to a Hn−1-negligible set and

|uN (t)+ − uN (t)−| ≤ |u+0 − u−0 | for Hn−1-a.e. x0 ∈ Ju0 . (6.13)

Recall that for v ∈ BV (Ω), the functions v± can be defined Hn−1-a.e. in Ω by setting v+ = v− to
be the approximate limit of v at any point where it exists. Indeed, by the Federer–Vol’pert theorem,
Hn−1-a.e. point in Ω \ Jv is a point of approximate continuity of v [AFP].

It remains to transfer the result to the total variation flow. We will follow the approach from
[CCN, CJN] relying on the theory of accretive operators on Banach spaces, see Appendix A in [ACM]
and references therein. We will focus on some details related to limit passage with the bound on jump
size (6.13) which seem to be omitted in [CCN, CJN]. We define A∞ as the restriction of ∂L2TV to
L∞(Ω). Using the characterization of ∂L2TV in terms of Cahn–Hoffman vector fields (Theorem 2.7),
it is not difficult to see that it is accretive, i.e.,

∥v1−v2∥L∞(Ω) ≤ ∥v1−v2+λ(w1−w2)∥L∞(Ω) for v1, v2 ∈ D(A∞), w1 ∈ A∞(v1), w2 ∈ A∞(v2), λ > 0,
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where D(A∞) denotes the set of v ∈ L∞(Ω) such that A∞(v) is non-empty. One can show it by
approximating ∞ with finite p, using convexity of the power function and integrating by parts.
Moreover, A∞ satisfies the range condition

D(A∞) ⊂ R(I + λA∞) for all λ > 0,

where R(I+λA∞) is the range of the operator I+λA∞. In fact R(I+λA∞) = L∞(Ω) since minimizers
of (2.2) with f ∈ L∞(Ω) belong to L∞(Ω). Thus, by the Crandall–Liggett theorem [ACM, Theorem
A.28], if u0 ∈ D(A∞), the minimizing movements approximation uN (t) defined in (2.3) converges to
u(t) in L∞(Ω) for t > 0.

Recall that uN is piecewise constant as a function from [0,∞) to L2(Ω), in particular its image
is countable. Thus, there is a Hn−1-full subset J of Ju0 whose elements are either jump points or
points of approximate continuity of uN (t) for all N ∈ N, t > 0. Moreover, since the jump sets of uN

are Hn−1-almost contained in Ju0 , they can all be Hn−1-almost covered by the same countable family
of C1 surfaces. Owing to this, we can assume that in case x ∈ J is a jump point for uN (t), N ∈ N,
t > 0, then νuN (t)(x) = νu0(x). Therefore we have

lim
r→0+

 
B±

r (x,νu0 )
|uN (t, y) − uN (t)±(x)|dy = 0 (6.14)

for all x ∈ J , N ∈ N, t > 0. By the uniform bound ∥uN (t)∥L∞(Ω) ≤ ∥u0∥L∞(Ω), the sequences

{uN (t)±(x)}N∈N are bounded for x ∈ J and thus each one has a limit point a±. Given ε > 0,

 
B±

r (x,νu0 )
|u(t, y) − a±|dy

≤
 
B±

r (x,νu0 )
|u(t, y) − uN (t, y)|dy +

 
B±

r (x,νu0 )
|uN (t, y) − uN (t)±(x)|dy + |uN (t)±(x) − a±|

≤
 
B±

r (x,νu0 )
|uN (t, y) − uN (t)±(x)|dy + 2ε (6.15)

for N large enough, independently of r > 0. As ε > 0 is arbitrarily small, we deduce from (6.14)

lim
r→0+

 
B±

r (x,νu0 )
|u(t, y) − a±|dy = 0,

hence x ∈ Ju(t) ∪ (Ω \ Su(t)) and, by (6.13),

|u+(t) − u−(t)| = |a+ − a−| ≤ |u+0 − u−0 |.

By an estimate similar to (6.15), using the inclusion Hn−1-almost inclusion SuN (t) ⊂ Su0 , we also

show that Su(t) ⊂ Su0 (equivalently, Ju(t) ⊂ Ju0) up to a Hn−1-negligible set.

Finally, we would like to remove the enigmatic assumption u0 ∈ D(A∞). Instead, let us only
assume that u0 ∈ BV (Ω) ∩ Ln(Ω). By the Ln-L∞ regularization property [ACM, Theorem 2.16]

and the pointwise estimate |ut(t)| ≤ 2 |u(s)|
t−s for 0 ≤ s < t following from homogeneity of TV [ACM,

(2.34)], we have u(t) ∈ D(A∞) for t > 0. Thus, by the previous step, Ju(t) ⊂ Ju(s) and the inequality
|u+(t)−u−(t)| ≤ |u+(s)−u−(s)| holds Hn−1-a.e. in Ω for 0 < s < t. Let us take a sequence of positive
numbers sk such that sk → 0 as k → ∞. By lower semicontinuity of TV and its monotonicity along
trajectories of the flow,

lim
k→∞

�
Ω
|Du(sk)| =

�
Ω
|Du0|.
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This improves the convergence u(sk) → u0 in L2(Ω) to strict convergence in BV (Ω), whence |Du(sk)|
converges to |Du0| weakly* in the space of signed Radon measures M(Ω) [AFP, Proposition 1.80].
Thus, using [AFP, Proposition 1.63], given x ∈ Ω,

�
Br(x)

|Du(sk)| →
�
Br(x)

|Du0|

for a.e. r > 0 such that Br(x) ⊂ Ω. For Hn−1-a.e. x ∈ Ju(t),

�
Br(x)∩J

|u+(t, y) − u−(t, y)|dHn−1(y) ≤
�
Br(x)

|u+(t, y) − u−(t, y)|dHn−1(y)

≤
�
Br(x)

|u+(sk, y) − u−(sk, y)|dHn−1(y) ≤
�
Br(x)

|Du(sk)|, (6.16)

where J is one of the C1 graphs covering Ju(t) by rectifiability such that x ∈ J . Dividing both sides
of (6.16) by |Bn−1

r |, we deduce

|u+(t, x) − u−(t, x)| ≤ lim inf
r→0+

1

|Bn−1
r |

�
Br(x)

|Du0| for Hn−1-a.e. x ∈ Ju(t). (6.17)

Thus, by [AFP, Proposition 3.92], we conclude that Ju(t) ⊂ Ju0 up to a Hn−1-negligible set. Then,

using the Radon–Nikodym derivation theorem, we also deduce that |u+(t) − u−(t)| ≤ |u+0 − u−0 |
Hn−1-a.e. on Ju(t). Summing up, we have obtained

Theorem 6.2. Let u0 ∈ BV (Ω) ∩ Ln(Ω). Then for a.e. t > 0, Ju(t) ⊂ Ju0 up to a Hn−1-negligible
set and

|u+(t) − u−(t)| ≤ |u+0 − u−0 | Hn−1-a.e. on Ju(t).

The thesis of the theorem can also be rephrased as |Dju(t)| ≤ |Dju0| in the sense of measures.
As we have mentioned before, analogous inequality for the absolutely continuous part of Du fails in
general if n > 1. To our knowledge it remains an open question whether |Dcu(t)| ≤ |Dcu0|.

As for the fourth-order case, we have seen in Section 4 that the jump inclusion Ju(t) ⊂ Ju0 does not
hold, as the jumps can move. Moreover, jump discontinuities can emerge out of Lipschitz continuous
initial data, even in the 1D case [GG].
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doi:10.1007/978-3-0348-7928-6.

[BCN] G. Bellettini, V. Caselles and M. Novaga, The total variation flow in RN , J. Differential
Equations 184 (2002), no. 2, 475–525. doi:10.1006/jdeq.2001.4150.
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